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Abstract

Although many may disagree or we may be taught the contrary, life is inherently non-independent.

While in many situations it is safe and convenient to assume that our unit of analysis–whether it

is genes or people–can be thought of as “independent draws from a population”, in many cases

such an assumption cannot be made. This dissertation is about this issue–how can we deal with

inherently complex and interconnected data–and furthermore, using modern computational tools,

how to take advantage of this feature to obtain a better understanding of our world. In this

document, I present two problems that, while very different, both exist in the realm of complex

interconnected data: phylogenetics and social networks.

Understanding the individual role that genes play in life is a key issue in biomedical-sciences.

While information regarding gene function is continuously growing, the number of genes with

unknown biological purpose is far greater. Because of this, scientists have dedicated much of

their time to building and designing tools that automatically infer gene function. In an effort to

contribute to this task, I present a further attempt to do such. While very simple, our model

of gene-function evolution has some key features that have the potential to make a significant

impact in the field: (a) compared to other methods, ours is highly-scalable, which means that it

is possible to simultaneously analyze hundreds of so-called gene-families, comprising of thousands

of genes, (b) it supports our biological intuition, in the sense that our model’s data-driven results

coherently agree with existing beliefs regarding how gene-functions evolved, (c) the prediction

accuracy of our model is comparable to other more complex alternatives, and (d) perhaps most

importantly, our model can be used to both support new annotations and to suggest areas in

xi



which existing annotations show inconsistencies that may indicate errors or controversies in the

literature.

In the second part of my thesis, I discuss a novel extension of an extensively studied family of

statistical models, Exponential-Family Random Graph Models (ERGMs). My extension leverages

“modern” computational power to revamp an under-studied yet very important problem in social

network analysis, that of small networks. Statistical models for social networks have enabled

researchers to study complex social phenomena that give rise to observed patterns of relationships

among social actors and to gain a rich understanding of the interdependent nature of social ties

and actors. Much of this research has focused on social networks within medium to large social

groups. To date, these advances in statistical models for social networks, and in particular of

ERGMS, have rarely been applied to the study of small networks, despite small network data in

teams, families, and personal networks being common in many fields. We revisit the estimation

of ERGMs for small networks and propose using exhaustive enumeration. As part of this work, I

developed “ergmito”, an R package that implements the estimation of pooled ERGMs for small

networks using Maximum Likelihood Estimation (MLE). Based on the results of an extensive

simulation study, I conclude that there are several benefits of direct MLE estimation compared to

approximate methods and that this creates opportunities for valuable methodological innovations

that can be applied to modeling social networks with ERGMs.
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Chapter 1

Introduction

"To return to the difficulty which has been stated with respect both to definitions

and to numbers, what is the cause of their unity? In the case of all things which

have several parts and in which the totality is not, as it were, a mere heap, but the

whole is something beside the parts [. . . ]"

– Aristotle, Metaphysics, Part VI

In this document, I present a body of work that I have developed aimed at solving two

problems that, while they may live in different scientific fields, are very related to each other as

(1) both deal with network-based data structures, and (2) because of that, both lay in the realms

of non-independent data.

In the first project, developed in chapter 2, I present a novel gene-functional evolution model

that is aimed at augmenting genetic annotations using phylogenetics. Phylogenetic trees (rep-

resenting the evolutionary relationships between genetic sequences [79]), hold an important

amount of information that it is believed can lead to a great advances when trying to understand

functional-evolution from the genetic point of view [113]. Intuitively, the state of un-annotated

genes can be inferred, or at least approximated, looking at their evolutionary siblings, genes with

which they form a phylogenetic family. As a gene evolves, biology tells us that the moments

during which new species emerge asre likely to be very much related to genetic mutation events,
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meaning the moments that genes diverge from their parents by losing or gaining one or multiple

functions.

This evolutionary model, which is elaborated on at length in chapter 2, is a very powerful

tool that can be easily scaled to incorporate multiple functions and families in a way that existing

similar models cannot, but it does not completely deal with some problems associated with the

sparseness of available data. Therefore, chapter 4 details two possible extensions that may be

pursued to help deal with this problem.

While a major focus of the science of network/social networks has recently been on applications

to large systems (Big Data), understanding the local dynamics that bind individuals together

remains a very important theme. In chapter 5, I present an extension to a well-studied family of

statistical models, Exponential-Family Random Graph Models (ERGMs), in which I apply them to

a particular class of data, small graphs. In general, the intractability of the probability function of

ERGMs has encouraged the entire field to focus on approximate methods for parameter estimation

[1, 45, 58, 74, 103, 120]. Here, I revisit this parameter estimation method looking at a case in

which exact computation of the ERGM probability function is feasible, i.e., the case of the small

networks.

The ability to use the exact probability function opens the door to a large set of statistical

methods and tools that, as of today, cannot be applied when only approximate solutions are

available. After presenting some results on the statistical properties of Maximum Likelihood

Estimators (MLE) for small ERGMs, chapter 6 discusses further research opportunities.

Finally, given that statistical computing is the backbone of a significant part of my research, I

dedicate the last chapter to describing some of the software tools that I have developed throughout

the years while working on these problems. When it comes to methods development, I believe

that it is the responsibility of scientists to provide the community with the appropriate tools

needed to implement the proposed methods. This lays the groundwork for the advancement of

the field.
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Chapter 2

On the Automatic Prediction of Gene

Functions

This chapter is the result of a recently submitted paper to the journal PLOS Compu-

tational Biology in which I have the following co-authors: Duncan D. Thomas, John

Morrison, Huaiyu Mi, Paul D. Thomas, and Paul Marjoram. The latest version can be

found as a pre-print on BioRxiv https://doi.org/10.1101/2020.05.14.095687.

2.1 Introduction

The overwhelming majority of sequences in public databases remain experimentally uncharacter-

ized, a trend that is increasing rapidly with the ease of modern sequencing technologies. To give

a rough idea of the disparity between characterized and uncharacterized sequences, there are ∼

15 million protein sequences in the UniProt database that are candidates for annotation, while,

only 81,000 (0.3%) have been annotated with a Gene Ontology (GO) term based on experimental

evidence. It is therefore a high priority to develop powerful and reliable computational methods for

inferring protein function. Many methods have been developed, and a growing number of these

have been assessed in the two Critical Assessment of Function Prediction (CAFA) experiments

held to date [65, 91].

3
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In previous work, we developed a semi-automated method for inferring gene function based on

creating an explicit model of function evolution through a gene tree [41]. This approach adopts

the “phylogenetic” formulation of function prediction first proposed by Eisen [31], and the use of

GO terms to describe function as implemented in the SIFTER software (Statistical Inference of

Function Through Evolutionary Relationships) developed by Engelhardt et al. [33]. To date, our

semi-automated method has been applied to over 5000 distinct gene families, resulting in millions

of annotations for protein coding genes from 142 different fully sequenced genomes. However,

this approach requires manual review of GO annotations, and manual construction of distinct

models of gene function evolution for each of the 5000 families. Even using extensive curation

and complex software, called PAINT, the semi-automated inference process has taken multiple

person-years. Further, the semi-automated process cannot keep up with the revisions that are

constantly necessary due to continued growth in experimentally supported GO annotations.

Here, we describe an attempt to develop a fully automated, probabilistic model of function

evolution, that leverages the manually constructed evolutionary models from PAINT, for both

training and assessing our new method. Related work has previously been undertaken in this

area, and a probabilistic framework for function prediction has been implemented in SIFTER.

However, this framework assumes a model of function evolution that limits its applicability in

function prediction. First, it was developed specifically only to treat molecular function, and

not cellular component and biological process terms that could, in principle, be predicted in

a phylogenetic framework. Cellular component and biological process GO terms are the most

commonly used in most applications of GO [112], so these are of particular practical importance.

And second, while it has proven to provide good predictions (about 73% accuracy using the

area under the curve statistic), it cannot be scaled and the model itself provides no theoretical

insights whatsoever. In practice, perhaps the most serious problem for any inference method is

the sparseness of experimental annotations compared to the size of the tree. As a result, standard

parameter estimation techniques for the SIFTER framework are impossible, and consequently for

SIFTER2.0, the transition matrix parameters are fixed at somewhat arbitrary values [32].

4



In order to overcome these problems, we propose a much simpler evolutionary model, in which

(like the semi-automated PAINT approach) each function is treated as an independent character

that can take the value 1 (present) or 0 (absent) at any given node in the phylogenetic tree. Using

information about experimental annotations available in the GO database, and phylogenetic trees

from the PANTHER project [78], we show that we can build a parsimonious and highly scalable

model of functional evolution that provides both intuitive insights on the evolution of functions

and highly accurate predictions.

The content of the paper is as follows: section 2.2 presents mathematical notation and formally

introduces the model, including parameter estimation and calculation of posterior probabilities.

Section 2.3 presents a large-scale application in which we take a sample of annotations from the

GO database along with their corresponding phylogenies, fit our model, and analyze the results.

Finally, section 2.4 discusses method limitations and future research directions for this project.

2.2 Methods

In general terms, we propose a probabilistic model that reflects the process by which gene functions

are propagated through an evolutionary tree. The fundamental idea is that for any given node in

the tree, we can write down the probability of observing a function to be present for the gene as

a function of model parameters and the functional state of its parent node, essentially modeling

probability of gaining and losing function.

The baseline model has 5 parameters: the probability that the most recent common ancestor

of the entire tree, i.e. the root node, had the function of interest, the probability of functional

gain (the offspring node gains the function when the parent node did not have it), the probability

of functional loss (the offspring node loses the function when the parent node had it), and

two additional parameters capturing the probability that the gene was incorrectly labeled, i.e.

the probability of classifying an absent function as present and vice-versa. We also consider two

simple extensions: specifying the functional gain and loss by type of evolutionary event (speciation

5



or duplication), and pooling information across trees.

As explained later, in this version of our model, if there are multiple gene functions of interest,

we analyze one function at a time (i.e., we treat those functions as independent). But later we

also show results for a joint analysis of multiple functions, assuming they share parameter values.

We then discuss further extensions to our model in the Discussion section.

We assume that our starting data consists of a set of gene annotations for a given tree.

We further assume that those annotations occur only at the leaves of the tree (as is typical)

and that those leaves were annotated via manual curation derived from experimental data (and

are therefore subject to the misclassification probabilities outlined above). Our goal is then to

predict the functional state of un-annotated leaves (and, conceivably, to assess the likely quality

of the existing annotations). Our perspective is Bayesian. Therefore, we proceed by estimating

the posterior distributions of the parameters of the evolutionary model and then, conditional on

those estimated distributions, computing the posterior probability of function for each node on

the tree.

We now give full details, beginning with some notation.

2.2.1 Definitions - Annotated Phylogenetic Tree

A phylogenetic tree Λ ≡ (N , E) is a tuple of nodes N , and edges E ≡ {(n,m) ∈ N ×N : n 7→

m} defined by the binary operator 7→ parent of. We define O (n) ≡ {m ∈ N : (n,m) ∈ E , n ∈

N} as the set of offspring of node n, and p (m) ≡ {n ∈ N : (n,m) ∈ E ,m ∈ N} as the parent

node of node m. Given a tree Λ, the set of leaf nodes is defined as L(Λ) ≡ {m ∈ N : O (m) =

{∅}}.

Let X ≡ {xn}n∈N be a vector of annotations in which the element xn denotes the state of

the function at node n, taking the value 1 if such function is present, and 0 otherwise. We define

an Annotated Phylogenetic Tree as the tuple D ≡ (Λ,X).

Our goal is to infer the true state of X, while only observing an imperfect approximation of

it, Z = {zl}l∈N , derived from experimentally supported GO annotations [112]. Typically only a

6



Symbol Description

Λ ≡ (N , E) Phylogenetic Tree.
p (n) Parent of node n.
O (n) Offspring of node n.
X ≡ {xn}n∈N True annotations.
Z ≡ {zn}n∈N Experimental annotations.
D ≡ (Λ,X) Annotated Phylogenetic Tree.
D̃ ≡ (Λ,Z) Experimentally Annotated Phylogenetic Tree.
D̃n Induced Experimentally Annotated Subtree of node n.
D̃c

n Complement of D̃n.

Table 2.1: Mathematical Notation

small subset of the leaf nodes will have been annotated. We refer to the tuple D̃ ≡ (Λ,Z) as an

Experimentally Annotated Phylogenetic Tree. Finally, let D̃n ⊂ D̃ be the induced experimentally

annotated subtree that includes all information – i.e., tree structure and observed annotations

– regarding the descendants of node n (including node n itself). This object constitutes a key

element of the likelihood calculation. Table 2.1 summarizes the mathematical notation.

2.2.2 Likelihood of an Annotated Phylogenetic Tree

Baseline model

Our evolutionary model for gene function is characterized by the phylogeny and five model pa-

rameters: the probability that the root node has the function, π, the probability of an offspring

node either gaining or losing a function, µ01 and µ10, and the probability that either an absent

function is misclassified as present or that a present function is misclassified as absent, ψ01 and

ψ10 respectively, in the input data.

To simplify notation, we will write ψ = (ψ01, ψ10) and µ = (µ01, µ10) when referring to those

pairs. Table 2.2 summarizes the model parameters.

Following [37], we use a pruning algorithm to compute the likelihood of an annotated phylo-

genetic tree. In doing so, we visit each node in the tree following a post-order traversal search,

i.e., we start at the leaf nodes and follow their ancestors up the tree until we reach the root node.
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Parameter Description

π Probability that the root node has the function
µ01 Probability of gaining a function
µ10 Probability of losing a function
ψ01 Probability of experimental mislabeling of a 0
ψ10 Probability of experimental mislabeling of a 1

Table 2.2: Model parameters

Given the true state of leaf node l, the mislabeling probabilities are defined as follows:

P (zl = 1 | xl = 0) = ψ01, P (zl = 0 | xl = 1) = ψ10

We can now calculate the probability of leaf l having state zl, given that its true state is xl as:

P (zl | xl, ψ) =

 ψ01zl + (1− ψ01) (1− zl) , if xl = 0

ψ10 (1− zl) + (1− ψ10)zl, if xl = 1
(2.1)

Similarly, the functional gain and functional loss probabilities are defined as follows:

P
(
xm = 1

∣∣ xp(m) = 0
)
= µ01, P

(
xm = 0

∣∣ xp(m) = 1
)
= µ10

Note that in this version of our model we assume that these probabilities are independent of the

time that has passed along the branch connecting the two nodes. We return to this point in the

Discussion. Now, for any internal node n ∈ N , we can calculate the probability of it having state

xn, given the state of its parent p (n) and the vector of parameters µ, as:

P
(
xm
∣∣ xp(m), µ

)
=

 µ01xm + (1− µ01) (1− xm) if xp(m) = 0

µ10 (1− xm) + (1− µ10)xm if xp(m) = 1
(2.2)

Together with (2.1), and following [37], this allows us to calculate the probability of the

interior node n having state xn conditional on D̃n, its induced subtree, as the product of the

conditional probabilities of the induced subtrees of its offspring:
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P
(
D̃n

∣∣∣ xn, ψ, µ) =
∏

m∈O(n)

P
(
D̃m

∣∣∣ xn), (2.3)

where

P
(
D̃m

∣∣∣ xn) =


∑

xm∈{0,1} P
(
D̃m

∣∣∣ xm, ψ, µ)P (xm | xn, µ) if m is interior,∑
xm∈{0,1} P (xm | zm, ψ)P (xm | xn, µ) if m is leaf.

This is a recursive function that depends upon knowing the offspring state probabilities for

internal nodes, which, since we are using a pruning algorithm, will already have been calculated

as part of the process. Finally, the probability of the experimentally annotated phylogenetic tree

can be computed using the root node conditional state probabilities:

P
(
D̃
∣∣∣ ψ, µ, π) =

∑
x0∈{0,1}

P (x0 | π)P
(
D̃0

∣∣∣ x0, ψ, µ) (2.4)

where P (x0 | π) = πx0 + (1− π)(1− x0).

In the next section we introduce additional refinements that allow us take into account prior

biological knowledge that might constrain the parameter space and alleviate the typical sparseness

of the curated data – we return to these issues in the Discussion.

Pooled data models

As mentioned earlier, the sparsity of experimental annotations typically observed in this context

makes inference challenging. However, in order to improve inference we might attempt to “borrow

strength” across a set of functions, by combining them in a single analysis. As a “proof of principle”

of this idea, we will also show results in which we assume that sets of annotated phylogenetic

trees share population parameters. This way, we can estimate a joint model by pooling those

annotated phylogenetic trees, providing stronger inference about the evolutionary parameters and

therefore, we hope, more accurate inference of gene annotations. We note that we have strived

to make sure our software implementation extremely computationally efficient, allowing us to
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estimate a joint model with hundreds of annotated trees in reasonable time on a single machine.

Our results show that using a pooled-data model for parameter estimation greatly increases

the model’s predictive power. In the Discussion we will outline possible future, less simplified,

approaches to this problem.

Type of evolutionary event

The non-leaf nodes in the phylogenetic trees that we are considering here come in two types,

reflecting duplication and speciation events. It has been widely-observed that change of gene

function most commonly occurs after duplication event (broadly speaking, the extra copy of a

gene is free to change function because the original copy is still present.) Speciation events, on

the other hand, are mostly driven by external causes that do not necessarily relate to functional

changes in one specific gene, meaning that, while we may observe some differences between

siblings, their function generally remains the same.

Our model reflects this biological insight by allowing the functional gain and loss probabilities

to differ by type of event. In particular, instead of having a single parameter pair (µ01, µ10), we

now have two pairs of functional gain and loss parameters, (µ01d, µ10d) and (µ01s, µ10s), the gain

and loss probabilities for duplication and speciation events, respectively.

2.2.3 Estimation and Prediction

We adopt a Bayesian framework, introducing priors for the model parameters. In particular, as

described in section 2.3, we use Beta priors for all model parameters. Estimation is then performed

using Markov chain Monte Carlo [MCMC] using an Adaptive Metropolis transition kernel [48] with

reflecting boundaries at [0, 1] (see, for example, [125]) as implemented in the fmcmc R package

[115]. We do this using the R package aphylo which we have developed to implement this model

(https://github.com/USCbiostats/aphylo). The R package also allows estimating model

parameters using Maximum Likelihood Estimation [MLE] and Maximum A Posteriori estimates

[MAP].
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Regarding model predictions, once we fit the model parameters we use the calculated proba-

bilities during the computation of the likelihood function (pruning process) and feed them into the

posterior probability prediction algorithm, which is exhaustively described in subsection 2.5.1 (see

also [62]). It is important to notice that, in general, predictions are made using a leave-one-out

approach, meaning that to compute the probability that a given gene has a given function, we

remove the annotation for that gene from the data before calculating the overall likelihood of

the tree. Otherwise we would be including that gene’s own observed annotation when predicting

itself. The latter point is relevant for evaluating prediction accuracy. Prediction of unannotated

genes, on the other hand, is performed using all the available information.

In general, whenever using MCMC to estimate the model parameters, we used 4 parallel

chains and verified convergence using the Gelman-Rubin [10] statistic. In all cases, we sampled

every tenth iteration after applying a burn-in of half of the sample. As a rule of thumb, the

processes were considered to have reached a stationary state once the potential scale reduction

factor statistic was below 1.1. When we report point estimates for parameters we use the mean

value across sampled iterations for all chains after burn-in.

To measure prediction quality, we use the Mean Absolute Error [MAE], which we calculate as

follows:

MAE = |Z|−1
∑
n

|zn − x̂n| (2.5)

Where |Z| is the number of observed annotations, zn is the observed annotation (0/1), and x̂n

is the predicted probability that the n-th observation has the function of interest. Since zn is

binary, perfect predictions result in a score of 0, completely wrong predictions result in a score of

1, and a random coin toss results in a score of 0.5.

While other statistics, such as accuracy and Area Under the Receiver Operating Characteristic

Curve [AUCR] (see [36] for a general overview), are most commonly used for binary prediction

models, we prefer to use MAE since it is: (a) robust to unbalanced data, (b) probabilistic and

thus does not depend on choice of threshold for prediction, and (c) robust to probabilistic noise,
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see [20, 38] for a more general discussion.1

We now turn our attention to an application using experimental annotations from the Gene

Ontology Project.

2.3 Results

To evaluate performance of our model, we used data from the Gene Ontology project. In par-

ticular, in order to assess the potential utility of combining information across similar genes, we

used our model in two different ways: a pooled-data model, in which we treated all trees as if

they had the same evolutionary parameter values, and a one-tree-at-a-time model, in which we

estimated parameters, and then imputed functional status, for each tree separately.

To reduce sparsity of annotations somewhat, from the entire set of available annotated phy-

logenies in PANTHER [78] (about 15,000), we selected only those in which there were at least

two annotations of each type (i.e., at least two genes annotated as possessing a given function,

and two as lacking the function). This yielded a total of 141 experimentally annotated trees. A

key feature of the resulting dataset is that most leaves still have no annotation, as experimental

evidence is still very sparse. Furthermore, in order to test the robustness of our results, we com-

pared 4 analyses: MCMC with a uniform prior for parameter values, MCMC with a Beta prior

(for both of which we report the mean,) Maximum Likelihood Estimation [MLE], and Maximum

A Posteriori estimates [MAP]. The shape parameters used for MCMC and MAP with Beta priors,

which are detailed in Table 2.3, were chosen to reflect the biological intuition that change of

state probabilities should be higher at duplication events.

Finally, accuracy was measured using leave-one-out cross-validated Mean Absolute Error

[MAE].

1During the development of this paper, we designed an alternative accuracy measurement that we ultimately
excluded from the final version of this manuscript. Appendix A shows a detailed description of such measurement
that is also based on MAE but has an interesting statistical interpretation that can be used for statistical evaluation
of prediction accuracy.
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Parameter α θ
Mean

α/(α + θ)

ψ01, ψ10 2 9 0.18
µ01d, µ10d 9 2 0.81
µ01s, µ10s 2 9 0.18
π 2 9 0.18

Table 2.3: Parameters for the Beta priors used in MCMC and MAP estimation. Shape parameters
(α, θ) were set with the prior that functional gain and loss, (µ01d, µ10d), are more likely at
duplication events.

2.3.1 Pooled-data Model

First we show results for the pooled-data model, in which we combine the analysis of multiple

trees, assuming parameter values do not vary between trees. The resulting parameter estimates

are presented in Table 2.4, and are seen to reflect biological intuition: we see high probabilities of

change of function at duplication events, which occurs regardless of whether we use an informative

prior or not. While both probabilities are high, gain of function is roughly twice as likely as loss of

function at such nodes. We note that we estimate relatively high values of ψ01 and low values for

ψ10. We believe this is largely due to the sparsity of 0, i.e. “absent”, experimental annotations,

which means that high values for ψ10 are implausible and implies that any mislabelings must

perforce be that of assigning function falsely. Thus we think the relatively high estimates of ψ01

are an artefact that will likely disappear in the presence of less sparse annotation data.

We note that parameter estimates are consistent across estimation methods. Here we used

both non-informative (uniform) and relatively informative priors. We see that choice of prior had

no significant effect on the final set of estimates, meaning that these are driven by data and not

by the specified priors. The only exception is for the root node, π, which is hard to estimate since

the root node exists far back in evolutionary time [40]. We also conducted a simulation study

across a broader range of parameter values, using simulated datasets, in which we saw similar

behavior. These results are shown in subsection 2.5.2. However, we note that when analyzing one

tree at a time, this robustness is lost [results not shown] because the sparsity of data typical in any

single given tree does not permit strong inference regarding evolutionary parameters. Therefore,
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the prior becomes more influential.

(1) (2) (3) (4)

Mislabeling
ψ01 0.23 0.28 0.21 0.27
ψ10 0.01 0.01 0.00 0.01

Duplication events
µd01 0.97 0.96 1.00 0.97
µd10 0.52 0.62 0.51 0.61

Speciation events
µs01 0.05 0.06 0.05 0.05
µs10 0.01 0.02 0.01 0.02

Root node
π 0.79 0.46 0.83 0.48

Method MCMC MCMC MLE MAP
Prior Uniform Beta - Beta
AUC 0.76 0.75 0.77 0.75
MAE 0.35 0.37 0.34 0.36

Table 2.4: Parameter estimates for model with experimentally annotated trees. Overall, the
parameter estimates show a high level of correlation across methods. Regardless of the method,
with the exception of the root node probabilities, most parameter estimates remain the same. As
expected, mutation rates at duplication nodes, indexed with a d, are higher than those observed
in speciation nodes, indexed with an s.

We note that each instance of the estimation process (reaching stationary distribution in

MCMC or finding the maxima in MLE and MAP) took between 1 to 3 minutes using a regular

laptop computer. To put this number into context, we use the time calculator provided by SIFTER

[32, 33], which is available at http://sifter.berkeley.edu/complexity/, as a benchmark.

Since, as of today, SIFTER is designed to be used with one tree at a time, we compared our run

time with the estimated run time for SIFTER for a tree with 590 leaves (the average size in our

data). In such case, they estimate their algorithm would take about 1 minute to complete, with

an upper bound of ∼9 minutes, which translates into about 141 minutes to run on our entire

dataset (upper bound of ∼21 hours). However, in SIFTER’s defense, we note that their model

allows for a greater level of generality than does our current implementation of our own method.

Specifically, they allow for correlated changes across multiple gene functions. In the simplest
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case, using “truncation level” 1 as defined in their paper, the estimated run time for an analysis

comparable in size with the one conducted here, 141 functions and 83,000 leaves, is 6 hours.

However, for truncation level 2, the estimated run time is 2.2 years. In the Discussion section we

outline how we propose to extend our method in future to allow for for more sophisticated joint

analyses across function than the one we present here.

2.3.2 One-tree-at-a-time

The joint analysis of trees we describe in the previous section makes the enormous assumption that

parameter values do not vary across trees. This assumption is made for pragmatic reasons: while

it is not likely to be correct (and more general approaches will be described in the Discussion), it

is a simple analysis to implement and it allows us to quickly assess a baseline for the improvement

in overall prediction accuracy that might result from performing inference jointly across trees. So,

in this section we report results of a one-at-a-time analysis of gene function and assess whether

the pooled model outperforms a one-at-a-time approach with regards to accuracy, even using our

extremely restrictive assumptions.

For each phylogeny, we fitted two different models, one with an uninformative uniform prior

and another with the same beta priors used for the pooled-data models, this is, beta priors

with expected values close to zero or one, depending on the parameter. Again, as before, model

predictions were undertaken in a leave-one-out approach and corresponding MAEs were calculated

for each set of predictions. Table 2.5 shows the differences in Mean Absolute Error [MAE] between

the various approaches.

From Table 2.5 we can see three main points: First, in the case of the one-at-a-time pre-

dictions, informative priors have a significantly positive impact on accuracy. Compared to the

predictions using beta priors, predictions based on the MAE estimates with uniform priors have

a significantly higher MAE with a 95% confidence interval [c.i.] ranging [0.06, 0.09]. Second,

predictions based on the pooled-data estimates outperform predictions based on one-at-a-time

parameter estimates, regardless of the prior used. And third, in the case of predictions based on
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Pooled-data One-at-a-time

Beta prior Unif. prior Beta Prior

Pooled-data
Unif. prior [-0.02,-0.01] [-0.14,-0.10] [-0.06,-0.03]
Beta prior - [-0.12,-0.09] [-0.04,-0.01]

One-at-a-time
Unif. prior - - [ 0.06, 0.09]

Table 2.5: Differences in Mean Absolute Error [MAE]. Each cell shows the 95% confidence interval
for the difference in MAE resulting from two methods (row method minus column method).
Cells are color coded blue when the method on that row has a significantly smaller MAE than
the method on that column; Conversely, cells are colored red when the method in that column
outperforms the method in that row. Overall, predictions calculated using the parameter estimates
from pooled-data predictions outperform one-at-a-time.

pooled-data estimates, model predictions based on the parameter estimates using a uniform prior

have significantly smaller MAE than predictions based on parameter estimates using a beta prior

with a 95% c.i. equal to [-0.02, -0.01].

Given the sparsity of experimental annotation on most trees, a natural question to ask is:

How important is it to have good quality parameter estimates in order to achieve good-quality

predictions of gene function? In the next section we perform a sensitivity analysis to address this

question.

2.3.3 Sensitivity Analysis

A fundamental question to ask is how much the accuracy of the posterior probabilities for gene

function depends on the inferred values of the underlying evolutionary parameters used to make

the predictions. Figure 2.1 shows how the distribution of the Mean Absolute Error [MAE] changes

as a function of using parameters different from those obtained in the fitting process. In particular,

each block of boxplots shows a ceteris paribus type of analysis, this is, MAE as a function of

changing one parameter at a time while fixing the others.

In the case of the mislabeling probabilities (first row), it is not until they reach values close

to one that the prediction accuracy significantly deteriorates. While higher values of ψ10 have a

consistent negative impact on accuracy, the same is not evident for ψ01. The latter could be a
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Figure 2.1: Sensitivity analysis. Boxplots of MAEs as a function of single parameter updates.
The first seven plots show how the MAEs change as a function of fixing the given parameter value
raging from 0 to 1. In each of these plots, the white box indicates the parameter value used to
generate the data (i.e., the “correct” parameter value). The last boxplot shows the distribution
of the MAEs as a function of the amount of available annotation data, that is, how accuracy
changes as the degree of missing annotations increases.
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consequence of the low prevalence of 0 (“no function”) annotations in the data, as illustrated in

Figure 2.2.
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Figure 2.2: Number of annotated leaves for all 141 trees by type of annotation. Most of the
annotations available in GO are positive assertions of function, that is, 1s. Furthermore, as
observed in the figure, all of the trees used in this study have two “Not” (i.e., 0) annotations,
which is a direct consequence of the selection criteria used, as we explicitly set a minimum of
two annotations of each type per tree+function.

Functional gain and loss probabilities (second and third rows) have a larger effect on MAEs

when misspecified, especially at speciation events, (µs01, µs10). This is largely because speciation

events are much more common than duplication events across trees. Figure 2.3 shows a detailed

picture of the number of internal nodes by type of event. Of the seven parameters in the model,

the root node probability π has a negligible impact on MAE.

Finally, we evaluated the impact of removing annotations on accuracy. While a significant

drop may not be obvious from the last box in Figure 2.1, a paired t-test found a significant drop

in the accuracy levels.
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Figure 2.3: Number of internal nodes by type of event. Each bar represents one of the 141 trees
used in the paper by type of event (mostly speciation). The embedded histogram shows the
distribution of the prevalance of duplication events per tree. The minority of the events, about
20%, are duplications.

2.3.4 Featured Examples

An important determinant of the quality of the predictions is how the annotations are co-located.

For the model to be able to accurately predict a 1, it is necessary either that it follows immediately

after a duplication event in a neighborhood of zeros (so that function can gained with reasonable

probability), or that a group of relatives within a clade have the function (i.e., its siblings have the

function). Figures 2.4 and 2.5 show examples of high and low accuracy predictions respectively,

illustrating how co-location impacts accuracy.

In the previous analyses, we reported predictions based on point estimates. It is more infor-

mative to leverage the fact that we have posterior distributions for parameter values. Hence,

in this section, in which we are looking in detail at specific trees, we exploit the full posterior

distribution, and generate credible intervals by repeatedly sampling parameter values from their

posterior distribution and then imputing function using each set of sampled parameter values.

As before, we used a leave-one-out approach to make predictions, meaning that to predict any

given leaf, we removed any annotation for that leaf and recalculated the probabilities described
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in subsection 2.5.1.

Figure 2.4: High accuracy predictions The first set of annotations, first column, shows the
experimental annotations of the term GO:0001730 for PTHR11258. The second column shows
the 95% C.I. of the predicted annotations. The column ranges from 0 (left end) to 1 (right-end).
Bars closer to the left are colored red to indicate that lack of function is suggested, while bars
closer to the right are colored blue to indicate function is suggested. Depth of color corresponds
to strength of inference. The AUC for this analysis is 0.91 and the Mean Absolute Error is 0.34.

In the high accuracy example, Figure 2.4, which predicts the go term GO:0001730 on PAN-

THER family PTHR11258, we highlight three features of the figure. First, in box (a), the

confidence intervals for the posterior probabilities in sections of the tree that have no annotations

tend to be wider, which is a consequence of the degree to which posterior probabilities depend

upon having nearby annotated nodes. Second, duplication events serve as turning points for

function, as they can either trigger a functional loss, as highlighted in box (b), or a functional

20



gain. The available data within the clade sets the overall trend for whether a function is present

or not. The clade in box (b) is particularly interesting since there is only one duplication event and

all of the annotated leaves have the function, which triggers a potential loss for the descendants

of the duplication event. Finally, in regions in which labels are heterogeneous, it is harder to

make a decisive prediction, as should be the case. This is why, in the leave-one-out predictions,

the highlighted predictions in box (c) show wider confidence intervals and posterior probabilities

closer to 0.5 than to the true state.

Figure 2.5: Low accuracy predictions. The first set of annotations, first column, shows the
experimental annotations of the term GO:0004571 for PTHR45679. The second column shows
the 95% C.I. of the predicted annotations using leave-one-out. Bars closer to the left are colored
red to indicate that lack of function is suggested, while bars closer to the right are colored blue
to indicate function is suggested. Depth of color corresponds to strength of inference. The AUC
for this analysis is 0.33 and the Mean Absolute Error is 0.52.
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Figure 2.5 illustrates one way in which low accuracy can result. In particular, as highlighted

by box (a), while the number of annotations is relatively large, (more than 10 over the entire

tree, see Figure 2.2), the ’absent’ (zero) annotations are distributed sparsely across the tree,

having no immediate neighbor with an annotation of the same type. In fact, in every case, their

closest annotated neighbors have the function. As a result, all zero-type annotations are wrongly

labelled, with the model assigning a high probability of having the function. Similar to what is

seen in the high accuracy case, duplication events within a clade with genes of mostly one type

have a large impact on the posterior probabilities, as indicated by box (b).

In an effort to understand why the predictions were so poor in this case, we reviewed the family

in detail. Because all GO annotations include references to the scientific publications upon which

they are based, we were able to review the literature for genes in this family, the ER degradation

enhancing mannosidase (EDEM) family. It turns out that the inconsistency of the annotations

in the tree reflect a bona fide scientific controversy [85], with some publications reporting ev-

idence that these proteins function as enzymes that cleave mannose linkages in glycoproteins,

while others report that they bind but do not cleave these linkages. This explains the divergent

experimental annotations among members of this family, with some genes being annotated as

having mannosidase activity (e.g. MNL1 in budding yeast), others as lacking this activity (e.g.

mnl1 in fission yeast), and some with conflicting annotations (e.g. human EDEM1). The inability

of our model to correctly predict the experimental annotations actually has a practical utility in

this case, by identifying an area of inconsistency in the GO knowledgebase.

2.3.5 Discoveries

We now explore to what extent predictions from our model can be used to suggest function. Using

the estimates from the pooled-data model with uniform priors, we calculated posterior probabilities

for all the genes involved in the 141 GO trees+functions analyzed. Moreover, we calculated 95%

credible intervals for each prediction using the posterior distribution of the parameters and from

there obtained a set of potential new annotations.
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While all posterior distributions are predictions, in order to focus on leaves for which state was

predicted with a greater degree of certainty, we now consider the subset of predicted annotations

whose 95% credible interval was either entirely below 0.1 or entirely above above 0.9, i.e., low

or high chance of having the function respectively. We then compared the list of annotations to

those available from the QuickGO API, regardless of the evidence code, which resulted in a list

of 295 novel predictions.

Ten of the predictions were for genes in the mouse, a well-studied organism [56]. We searched

the literature for evidence of the predicted functions, and uncovered evidence for six of the ten

predictions: estradiol dehydrogenase activity for Hsd17b1 [49], involvement in response to iron

ion for Slc11a2 [101], involvement of Bok in promoting apoptosis [16], DNA binding activity of

Nfib [57], extracellular location for Lipg [5], the adenylate kinase activity of Ak2 [67]. The full

list, including the programs used to generate it, is available in this website: https://github.

com/USCbiostats/aphylo-simulations.

2.4 Discussion

In this paper, we presented a model for the evolution of gene function that allows rapid inference

of that function, along with the associated evolutionary parameters. Such a scheme allows for

the hope of automated updating of gene function annotations as more experimental information

is gathered. We note that our approach results in probabilistic inference of function, thereby

capturing uncertainty in a concise and natural way. In simulation studies, using phylogenies from

PANTHER, we demonstrate that our approach performs well. Furthermore, our computational

implementation of this approach allows for rapid inference across thousands of trees in a short

time period.

We believe that basing inference upon an evolutionary model allows us to capture biological

properties of gene evolution, and that doing so results in more accurate inference. However,

being based on a model also means being “wrong” [9]. We now discuss the ways in which we are
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wrong, and how we believe that despite this “wrongness” our approach is still useful.

Branch length. We have treated the probability of a change of function from node-to-node

as unrelated to the length of the branch that connects those nodes. This choice follows the

prevailing model of gene functional change occurring relatively rapidly after gene duplication,

rather than gradually over time. Extension to models in which this is not true is conceptually

straightforward, involving a move from discrete to continuous underlying Markov Chains. Param-

eters µ01 and µ10 are then treated as rates rather than probabilities: P
(
xm = 1

∣∣ xp(m) = 0, τ
)

, P
(
xm = 0

∣∣ xp(m) = 1, τ
)
, where τ is the length of the branch connecting that pair of nodes.

Multiple gene functions or families. When analyzing multiple gene functions, we have either

treated them as if they all had the same parameters values, or were all completely independent.

These cases represent two ends of a spectrum, and neither end is likely to be the truth. Even

absent any specific knowledge regarding how genes might be related to each other, the sparseness

of experimental annotation, and the low frequency of “no function” annotations, makes it desirable

to take advantage of multiple annotations across functions in order to obtain better parameter

inference (see Table 2.6). If there are p gene functions in a particular gene family of interest,

a fully saturated model would require 7 × 2p parameters (4 sets of mutation rates, 2 sets of

misclassification probabilities, and 1 set of root node probabilities). This, clearly, rapidly becomes

very challenging, even for “not very large at all” p. Thus, more sophisticated approaches will be

needed.

For now, we believe that the pooled analysis here demonstrates that there is likely to be

some utility in developing approaches that can effectively impute annotations for multiple genes

or gene functions jointly, particularly when, as is generally the case at present, annotation data is

sparse. In future work we intend to explore hierarchical approaches to this problem. For example,

it seems reasonable to assume that even if different gene families have different parameter values,

the basic evolutionary biology would be similar across all gene families and this could be reflected

by modeling the various parameters as random effects in a hierarchical framework. Thus, one

would fit the entire ensemble of genes, or gene functions, simultaneously, estimating parameters
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for their overall means and variances across families. Such an approach would also allow for

formal testing for parameter value differences between different families. While such an approach

will be challenging to implement, we intend to pursue it in future work.

We also intend to explore approaches in which we use a simple loglinear model to capture the

key features. For example, in such an approach we might include p parameters for the marginal

probabilities and
(
p

2

)
parameters for pairwise associations for the mutation rates and baseline

probabilities, for example, while treating the misclassification probabilities as independent. There

are many possible extensions of this loglinear framework. For example, it seems likely at after a

duplication event, as a function is lost in one branch a new function will be gained in that branch

while the other branch remains intact. Such possibilities can be readily incorporated within this

framework by modeling gain/loss probabilities jointly.

N Ann. per Tree N Cum. count Cum. prop.

1 1173 1173 0.11
2 753 1926 0.17
3 675 2601 0.23
4 573 3174 0.29
5 567 3741 0.34
6 485 4226 0.38
7 504 4730 0.43
8 387 5117 0.46
9 323 5440 0.49
10 or more 5666 11106 1.00

Table 2.6: Distribution of trees per number of functions (annotations) in PANTHERDB. At least
50% of the trees used in this paper have 10 or more annotations per tree.

Parameters suggest biological interpretations. Our model, while simple, has several advantages

and appears to perform well overall. We are able to determine parameters not only for one family

at a time, but shared parameters over the set of all 141 protein families that have both positive

and negative examples of a given function. The parameters have straightforward interpretations.

In agreement with the prevailing model of the importance of gene duplication, the probability

of function change (either gain or loss) derived from our model is much larger following gene

duplication than following speciation. The high probability of an arbitrary function being present
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at the root of the tree (π) is consistent with the observation that functions are often highly

conserved across long evolutionary time spans [66]. Our model also contains some features that

may offer additional biological insights. Our sensitivity analysis shows that a small probability of

functional loss following speciation is particularly important to prediction accuracy. In other words,

functions, once gained, strongly tend to be inherited in the absence of gene duplication. This

includes not only molecular functions as generally accepted, but cellular components (the places

where proteins are active), and biological processes (larger processes that proteins contribute to)

as well.

Utility of predictions. The predictions from our method may have utility, both in guiding

experimental work, or in highlighting areas of conflicting scientific results. High probability pre-

dictions are likely to be correct: for the ten such predictions we made for mouse genes, we found

experimental evidence for six of them (which were not yet in the GO knowledgebase), and for

the remaining four, we found no evidence of either presence or absence of that function. In our

leave-one-out predictions of experimentally characterized functions of the EDEM family, we found

cases where our predictions were particularly poor, but upon close examination turned out to be

indicative of actual conflicts in experimental results from different studies. Deeper analyses of

discrepant predictions could be helpful in identifying similar cases.

Improving the input data using taxon constraints. Another type information that can be

leveraged is taxon constraints. Taxon constraints – which we define as a set of biological as-

sumptions that restrict the set of possible values for given nodes on the tree (either by assuming

gene function will be present or absent there) – can be used to inform our analysis. Within the

context of our model, it is simple to specifying that a clade can or cannot have a particular

function, (essentially treating it as if it were fully annotated,without error). Thus, inclusion of

such constraints would reduce the uncertainty in the model by effectively decreasing the overall

depth of the unannotated parts of the tree (distance from the most recent common ancestor to

the tip). More importantly, it would also act to increase the number of available annotations,

most likely adding those of type absent, which as we show in section 2.3, are the scarcest ones.
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Use in epidemiologic analyses. We emphasize that the goal of this method is not simply to

assign presence or absence of various gene functions to presently unannotated human genes, but

to estimate the probabilities πgp that each gene g has each function p. In analyzing epidemiologic

studies of gene-disease associations, we anticipate using this annotation information as “prior

covariates” in a hierarchical model, in which the first level would be a conventional multiple

logistic regression for the log relative risk coefficients θg for each gene g and the second level

would be a regression of these θg on the vector πg = (πpg) of estimated function probabilities.

This second level model could take various forms, depending upon whether one thought the

functions were informative about both the magnitude and sign of the relative risks or only their

magnitudes. In former case, one might adopt a linear regression of the form θg ∼ N(α0+π
′
gα, σ

2).

In the latter case, one might instead model their dispersion as θg ∼ N(0, λg) or θg ∼ Laplace(λg)

where λg = exp
{
α0 + π′

gα
}
, corresponding to an individualized form of ridge or Lasso penalized

regression respectively.

In summary, we have presented a parsimonious evolutionary model of gene function. While we

intend to further develop this model to reflect additional biological features, we note that in its

current form it has the following key features: (a) It is computationally scalable, making it trivial to

jointly analyze hundreds of annotated trees in finite time. (b) It yields data-driven results that are

aligned with our biological intuition, in particular, supporting the idea that functional changes are

most likely to occur during gene-duplication events. (c) Notwithstanding its simplicity, it provides

probabilistic predictions with an accuracy level comparable to that of other, more complex, phylo-

based models. (d) Perhaps most importantly, it can be used to both support new annotations

and to suggest areas in which existing annotations show inconsistencies that may indicate errors

or controversies in those experimental annotations.
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2.5 Material and Methods

2.5.1 Prediction of Annotations

Let D̃c
n denote an annotated tree with all tree structure and annotations below node n removed,

the complement of the induced sub-tree of n, D̃n. Ultimately we are interested on the conditional

probability of the nth node having the function of interest given D̃, the observed tree and

annotations. Let s ∈ {0, 1}, then we need to compute:

P
(
xn = s

∣∣∣ D̃) =
P
(
xn = s, D̃

)
P
(
D̃
)

=
P
(
xn = s, D̃

)
P
(
D̃
∣∣∣ xn = 1

)
P (xn = 1) + P

(
D̃
∣∣∣ xn = 0

)
P (xn = 0)

=
P
(
D̃, xn = s

)
P
(
D̃, xn = 1

)
+ P

(
D̃, xn = 0

) (2.6)

Using conditional independence (which follows from the Markovian property), the joint proba-

bility of
(
D̃, xn

)
can be decomposed into two pieces, the “pruning probability”, which has already

been calculated using the peeling algorithm described in section 2.2.2, and the joint probability

of
(
D̃c

n, xn

)
:

P
(
D̃, xn = s

)
= P

(
D̃
∣∣∣ xn = s

)
P (xn = s)

(by conditional independence)

= P
(
D̃n

∣∣∣ xn = s
)
P
(
D̃c

n

∣∣∣ xn = s
)
P (xn = s)

= P
(
D̃n

∣∣∣ xn = s
)
P
(
D̃c

n, xn = s
)
. (2.7)

Using the law of total probability, the second term of (2.7) can be expressed in terms of n’s
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parent state, xp(n), as:

P
(
D̃c

n, xn = s
)
= P

(
D̃c

n, xn = s
∣∣∣ xp(n) = 1

)
P
(
xp(n) = 1

)
+

P
(
D̃c

n, xn = s
∣∣∣ xp(n) = 0

)
P
(
xp(n) = 0

)
(2.8)

Again, given the state of the parent node, xp(n), xn and D̃c
n are conditionally independent, and

with s′ ∈ {0, 1}, we have

P
(
D̃c

n, xn = s
∣∣∣ xp(n) = s′

)
= P

(
D̃c

n

∣∣∣ xp(n) = s′
)
P
(
xn = s

∣∣ xp(n) = s′
)

=
P
(
D̃c

n, xp(n) = s′
)

P
(
xp(n) = s′

) P
(
xn = s

∣∣ xp(n) = s′
)

A couple of observations from the previous equation. First, while D̃c
n includes node p (n), it does

not include information about its state, xp(n), since only leaf annotations are observed. Second,

the equation now includes P
(
xn
∣∣ xp(n)), this is, the model’s transition probabilities, (µ01, µ10).

With the above equation we can write (2.8) as:

P
(
D̃c

n, xn = s
)
=

P
(
D̃c

n, xp(n) = 1
)
P
(
xn = s

∣∣ xp(n) = 1
)
+

P
(
D̃c

n, xp(n) = 0
)
P
(
xn = s

∣∣ xp(n) = 0
)

(2.8’)

In (2.8’), the only missing piece is P
(
D̃c

n, xp(n)

)
, which can be expressed as

P
(
D̃c

n

∣∣∣ xp(n) = s′
)
P
(
xp(n) = s′

)
Furthermore, another application of the Markovian property allows us to decompose P

(
D̃
∣∣∣ xp(n) = s′

)
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as a product of conditional probabilities. Thus, P
(
D̃
∣∣∣ xp(n) = s′

)
can be expressed as

= P
(
D̃p(n)

∣∣∣ xp(n) = s′
)
P
(
D̃c

p(n)

∣∣∣ xp(n) = s′
)
.

(which, by definition, is)

=

 ∏
o∈O(p(n))

P
(
D̃o

∣∣∣ xp(n) = s′
)P

(
D̃c

p(n)

∣∣∣ xp(n) = s′
)
.

(and, taking the pruning probability of node n out of the product operator, gives)

=

 ∏
o∈O(p(n))\{n}

P
(
D̃o

∣∣∣ xp(n) = s′
)P

(
D̃c

p(n)

∣∣∣ xp(n) = s′
)
× P

(
D̃n

∣∣∣ xp(n) = s′
)

= P
(
D̃c

n

∣∣∣ xp(n) = s′
)
P
(
D̃n

∣∣∣ xp(n) = s′
)

Where the last equality holds by definition of D̃c
n. In essence, this shows that we can decompose

the conditional probability D̃|xp(n) = s′ by splitting the tree at either n or p (n). This allows us

to calculate P
(
D̃c

n, xp(n)

)
:

P
(
D̃c

n, xp(n) = s′
)
= P

(
D̃c

n

∣∣∣ xp(n) = s′
)
P
(
xp(n) = s′

)
(multiplying and dividing by P

(
D̃n

∣∣∣ xp(n) = s′
)

we get),

=
P
(
D̃
∣∣∣ xp(n) = s′

)
P
(
xp(n) = s′

)
P
(
D̃n

∣∣∣ xp(n) = s′
)

(Which, using the previous set of equations, is)

=
P
(
D̃, xp(n) = s′

)
P
(
D̃n

∣∣∣ xp(n) = s′
) (2.9)

The denominator of (2.9) can then be rewritten as follows:

P
(
D̃n

∣∣∣ xp(n) = s′
)
= P

(
D̃n

∣∣∣ xn = 1, xp(n) = s′
)
P
(
xn = 1

∣∣ xp(n) = s′
)
+

P
(
D̃n

∣∣∣ xn = 0, xp(n) = s′
)
P
(
xn = 0

∣∣ xp(n) = s′
)
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(given thatwe know that is xn, xp(n) is no longer informative for D̃n)

= P
(
D̃n

∣∣∣ xn = 1
)
P
(
xn = 1

∣∣ xp(n) = s′
)
+

P
(
D̃n

∣∣∣ xn = 0
)
P
(
xn = 0

∣∣ xp(n) = s′
)
.

Now, we can substitute this into the denominator of (2.9) and write:

P
(
D̃c

n, xp(n) = s′
)
=

P
(
D̃, xp(n) = s′

)
P
(
D̃n

∣∣∣ xn = 1
)
P
(
xn = 1

∣∣ xp(n) = s′
)
+ P

(
D̃n

∣∣∣ xn = 0
)
P
(
xn = 0

∣∣ xp(n) = s′
) . (2.9’)

This way, the probability of observing
(
D̃c

n, xn = s
)
, (2.8’), equals:

P
(
D̃c

n, xn = s
)
=

P
(
D̃, xp(n) = 1

)
P
(
xn = s

∣∣ xp(n) = 1
)

P
(
D̃n

∣∣∣ xn = 1
)
(1− µ10) + P

(
D̃n

∣∣∣ xn = 0
)
µ10

+

P
(
D̃, xp(n) = 0

)
P
(
xn = s

∣∣ xp(n) = 0
)

P
(
D̃n

∣∣∣ xn = 1
)
µ01 + P

(
D̃n

∣∣∣ xn = 0
)
(1− µ01)

(2.10)

Together with the pruning probabilities calculated during the model fitting process, this equa-

tion can be computed using a recursive algorithm, in particular the pre-order traversal [84], in

which we iterate through the nodes from root to leaves.

When node n is the root node, the posterior probability can be calculated in a straightforward

way:

P
(
xn = 1

∣∣∣ D̃) =
P
(
xn = 1, D̃

)
P
(
xn = 1, D̃

)
+ P

(
xn = 0, D̃

)
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=
P
(
D̃
∣∣∣ xn = 1

)
P (xn = 1)

P
(
D̃
∣∣∣ xn = 1

)
P (xn = 1) + P

(
D̃
∣∣∣ xn = 0

)
P (xn = 0)

=
P
(
D̃n

∣∣∣ xn = 1
)
π

P
(
D̃n

∣∣∣ xn = 1
)
π + P

(
D̃n

∣∣∣ xn = 0
)
(1− π),

since the terms P
(
D̃n

∣∣∣ xn) have already been calculated as part of the pruning algorithm.

2.5.2 Monte Carlo Study

We assess model performance by quantifying the quality of our predictions under several scenarios

using annotations constructed by simulating the evolutionary process on real trees obtained from

PANTHER. In particular, we simulate the following scenarios:

1. Fully annotated: For each tree in PANTHER we simulated the evolution of gene function,

and the annotation of that function at the tree tips, using the model described in this

paper. For each tree we drew a different set of model parameters from the following Beta

distribution:

Parameter α θ
Mean

α/(α + θ)

µ01d 38 2 0.95
µ10d 10 10 0.50
µ01s, µ10s 2 38 0.05
π 2 38 0.05

We then used the simulated annotations to estimate the model parameters and gene func-

tion states. For this case we exclude mislabeling, i.e. all leaves are correctly annotated.

2. Partially annotated: Here, we took the set of simulations produced in scenario 1 above,

but now estimated the model using a partially annotated tree. Specifically, we randomly

dropped a proportion of leaf annotations m ∼ Uniform(0.1, 0.9). Once again, we assumed

no mislabeling. (So, ψ01 = 0, ψ10 = 0).
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3. Partially annotated with mislabeling Finally, we take the data from scenario 2 but

allow for the possibility of mislabeling in the annotations. Specifically, for each tree we

draw values for ψ01 and ψ10 from a Beta(2, 38) distribution.

In order to assess the effect of the prior distribution, in each scenario we performed es-

timation twice using two different priors: a well-specified prior, i.e., the one used during the

data-generating-process, and a biased prior in which the α shape was twice of that of the data-

generating-process.

Accuracy

Figure 2.6 shows the distribution of AUCs and Mean Absolute Errors [MAEs] for the third scenario

by prior used and proportion of missing labels.

Overall, the predictions are good with a relatively low MAE/high AUC. Furthermore, as seen

in Figure 2.6, both AUC and MAE worsen off as the data becomes more sparse (fewer annotated

leaves).

Bias

We now consider bias. Figure 2.7 shows the distribution of the empirical bias, defined as the

population parameter minus the parameter estimate, for the first scenario (fully annotated tree).

Since the tree is fully annotated and there is no mislabeling, the plot only shows the parameters

for functional gain, loss and the root node probability. Of the three parameters, π is the one which

the model has the hardest time to recover, what’s more, it generally seems to be over-estimated.

On the other hand, µ01, µ10 estimates do significantly better than those for π, and moreover,

in sufficiently large trees the model with the correct prior is able to recover the true parameter

value.

Figure 2.8 shows the empirical distribution of the parameter estimates in the third simulation

scheme: a partially annotated tree with mislabelling. As the proportion of missing annotations

increases, the model tends to, as expected, do worse.
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Figure 2.6: Distribution of AUCs and MAEs for the scenario with partially annotated trees and
mislabeling. The x-axis shows the proportion of missing annotations, while the y-axis shows the
score (AUC or MAE).
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Figure 2.7: Empirical bias distribution for the Fully annotated scenario by type of prior, parameter,
and number of leaves.
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Figure 2.8: Empirical bias distribution for the partially annotated scenario by parameter and
proportion of missing labels.

2.5.3 Limiting Probabilities

In the case that the model includes a single set of gain and loss probabilities, (i.e. no difference

according to type of node), in the limit as the number of branches between the root and the node

goes to infinity, the probability that a given node has a function can be calculated as

P (zn = 1) = (1− µ10)P (zn−1 = 1) + µ01P (zn−1 = 0),

since in the limit P (zn = 1) = P (zn+k = 1), ∀k

=(1− µ10)P (zn = 1) + µ01P (zn = 0),

finally

P (zn = 1) =
µ01

µ01 + µ10

(2.11)
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However, when the gain and loss probabilities differ by type of node, the unconditional probability

of observing having function is computed as follows:

P (zn = 1) =

P (zn = 1 | Cn = D)P (Cn = D)+

P (zn = 1 | Cn = ¬D)P (Cn = ¬D) (2.12)

Where Cn ∈ {D,¬D} denotes the type of event (duplication or not duplication, respectively).

We need to calculate P (zn = 1 | Cn = D) and P (zn = 1 | Cn = ¬D). WLOG let’s start by the

first:

P (zn = 1 | Cn = D) =P (zn = 1 | Cn = D, zn−1 = 1)P (zn−1 = 1 | Cn = D)+

P (zn = 1 | Cn = D, zn−1 = 0)P (zn−1 = 0 | Cn = D)

=
(
1− µ10

D
)
P (zn−1 = 1 | Cn = D) + µ01

DP (zn−1 = 0 | Cn = D)

Now, following the same argument made in (2.11),

µD =
µ01

D

µ01
D + µ10

D

Where µD = P (zn | Dn, Dn−1). Likewise, µ¬D = µ01
¬D

µ01
¬D+µ10

¬D . Observe that the parameter

is only indexed by the class of the n-th leaf as the class of its parent is not relevant for this

calculation.

P (zn = 1) = µDP (Cn = D) + µ¬DP (Cn = ¬D) (2.12’)

Where the probability of a node having a given class can be approximated by the observed

proportion of that class in the given tree.
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Chapter 3

Discrete Exponential Family Models

3.1 Introduction

Discrete Exponential Family Models (DEFMs) [4] have a long tradition in various disciplines.

First studied as Ising models, which were originally developed to explain ferromagnetism [63, if

you understand German], or, as we will see in later chapters, used for understanding the local-

phenomena that govern macro structures in social networks with Exponential Family Random

Graph Models (ERGMs) [39, 55, 93, 104, 121, and others], DEFMs have thus drawn attention,

and hence matured, from various fields.

In general, one of the most recognizable features of this family of statistical models is the fact

that the normalizing constant of the likelihood function is generically intractable, meaning that

exact calculation using these models is elusive for all but the few cases in which the support can be

fully enumerated. Because of this, most research has focused on ways to estimate the likelihood

without having to deal with the normalizing constant, and thus, most current approaches used

to fit these models rely on simulation-based methods. Yet, there is still much we can do with the

cases that most of the literature has considered irrelevant - those in which approximation is not

necessary.

In this chapter, we will focus on DEFMs for binary arrays that have a support that is sufficiently
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small so that the likelihood function is tractable. I will show some of the computational aspects

of estimation when it is feasible in this context, and further discuss some statistical properties of

this class that can sometimes be useful. Ultimately, what I will present here serves as an preamble

to the following chapters in which I will feature different application of DEFMs.

Taking advantage of the fact that ERGMs are perhaps the most relatable framework in

which to understand these discrete binary families–notably because sufficient statistics in ERGMs

describe familiar structures like dyads, triangles, and stars–the chapter will be developed using

graphs as the main reference point. Overall, the only difference with respect to other types of

binary arrays is the fact that graphs here are represented as square binary arrays.

3.2 Fundamentals

In the case of Exponential-Family Random Graph Models, the unit of analysis corresponds to

what could either be a directed or un-directed graph. Furthermore, it is commonly assumed that

the analyzed network has no self ties (meaning that no vertex is directly connected to itself) and

has been drawn from a population with a known and finite number of vertices, denoted by the

set G. Under the ERGM specification, the probability of observing a graph g ∈ G is described as

follows:

P (G = g | X = x) =
exp {θts (g, x)}∑

g′∈G exp {θts (g′, x)}
, ∀g ∈ G

where X is an array of vertex attributes (e.g., covariates), θ is a column-vector of length k (model

parameters), and s (·) is a function that returns a column-vector of sufficient statistics, also of

length k, which may or may not depend on X. Expanding the expression θts (g, x) we see that

this is ultimately a linear combination of the form θ1s (g, x)1+ · · ·+ θks (g, x)k. In simple terms,

rather than predicting the graph as a whole, i.e. tie-by-tie, ERGMs capture the key features of the

graph using the observed vector of sufficient statistics s (g, X), meaning that under this model

two topologically different graphs can be equally likely if they have the same set of observed

sufficient statistics. An example of this is illustrated in Figure 3.1, where both networks, while
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they may seem very different, have the same probability of being observed under the Bernoulli

Random Graph model, which is equivalent to an ERGM in which s (·) = # Edges.

(a) A ring (b) A kite

Figure 3.1: Although these two networks may look very different, a ring and a kite, under the
Bernoulli, also known as Erdős-Rényi, random graph model, both are equally likely, as the only
sufficient statistic for this model is the number of observed ties, which is five in both cases.

While this equation can be found in practically every paper discussing ERGMs, outside the

discussion of the Log-likelihood function, to the best of my knowledge neither the Gradient nor

the Hessian functions of ERGMs have been the focus of any research papers. The reason for this

could be that most modern estimation methods rely on approximating the ratio of the normalizing

constants for two different sets of parameter values, in particular, that for the ERGM with the

true population parameter, θ, over that for the ERGM with an arbitrary but known parameter θ0.

To be explicit, the ratio of these two normalizing constants is:

∑
g∈G exp {θts (g, X)}∑
g∈G exp

{
θ0

ts (g, X)
} =

∑
g∈G

(
1∑

g∈G exp
{
θ0

ts (g, X)
} × exp

{
θts (g, X)

})

=
∑
g∈G

(
exp
{
θ0

ts (g, X)
}∑

g∈G exp
{
θ0

ts (g, X)
} × exp

{
(θ − θ0)

ts (g, X)
})

=
∑
g∈G

(
P (G = g | θ0, X)× exp

{
(θ − θ0)

ts (g, X)
})

= E
{
exp
{
(θ − θ0)

ts (g, X)
} ∣∣ θ0, X}
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where the last equality follows from the definition of expected value [45]. Since θ0 is known, this

quantity can be approximated using the law of large numbers. In particular, this can be used to

maximize the ratio of log-likelihoods. The objective function of this maximization problem can

then be approximated by simulating m networks from the distribution with parameter θ0:

l (θ)− l (θ0) ≈ (θ − θ0)
ts (gobs, X)− log

{
1

m

m∑
i=1

exp
{
(θ − θ0)

t} s (gi, X)

}
.

For more details see [61].

As mentioned in the introduction to this chapter, when dealing with small networks, we do

not need to approximate these quantities, as exhaustive enumeration allows us to compute them

exactly. In the rest of this section, and for the sake of completeness, I will declare the exact form

that both the Gradient and Hessian functions of ERGMs have.

Before we proceed, from this point and until the end of this section, we will be looking at

the centered version of the sufficient statistics, in particular, all equations in this section will be

derived from the following an equivalent re-statement of the likelihood function:

P (G = g | θ,X = x) =
1∑

g′∈G exp {θt∆s (g′, x)}
, ∀g ∈ G

where ∆s (g′) = s (g′, x) − s (g, x). Which, from the computational point of view, is easier to

manipulate.

Log-likelihood the ERGM log-likelihood is given by the following equation:

l (θ) = −log

{∑
g′∈G

exp
{
θt∆s (g′)

}}

In general, since from the perspective of s (g, X) sets of topologically different graphs can

be thought as equivalent, we can reduce the computational complexity of this calculations by

looking at the isomorphic sufficient statistics, this is, group up elements based on the set of
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unique vectors of sufficient statistics:

−log

{∑
s∈S

wsexp
{
θts
}}

where S is the support of the sufficient statistics under G, s ∈ S is a realized set of values, and

ws ≡ | {g ∈ G : ∆s (g) = s} | is the number of networks in G for which the centered sufficient

statistics equal s. Furthermore, we can write this in matrix form:

−log {W × exp {S× θ}}

where W ≡ {ws}s∈S is a row vector of, length w and S is a matrix of size w × k.

Gradient The partial derivative of the log-likelihood with respect to the j-th parameter is:

δ

δθj
l (θ) = −

∑
s∈S wssjexp {θts}∑
s∈S wsexp {θts}

, ∀j.

We can also write this using matrix notation as follows:

∇l (θ) = −St × [W ◦ exp {S× θ}] /λ(θ),

where ◦ is the element-wise product and λ(θ) = W × exp {S× θ}.

Hessian In the case of the hessian, the (j, l)th element of δ2

δθkδθu
l (theta) can be computed as:

−
(∑

s′∈S s
′
js

′
lwsexp {θts}

)
λ(θ)

+

(∑
s′∈S s

′
jwsexp {θts}

) (∑
s′∈S s

′
lwsexp {θts}

)
λ(θ)2

where sj as the j-th element of the vector s. Once again, we can simplify this using matrix

notation:

−W × [Sj ◦ Sl ◦ exp {S× θ}]
λ(θ)

+
(W × [Sj ◦ exp {S× θ}]) (W × [Sl ◦ exp {S× θ}])

λ(θ)2
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where Sj is the j-th column of the matrix S.

3.3 Asymptotic Properties of Ill-defined Models

In the case that the MLE does not exist, i.e. θk → ±∞, which occurs when the observed

sufficient statistics are not in the interior of the support - for example, for a fully connected

network - the limit of the log-likelihood, the gradient, and hessian are finite. This is relevant as

special care needs to be taken when dealing with these cases.

While, in general, models in which the MLEs diverge may seem uninteresting, the fact that

ERGMs describe a discrete rather than continuous random variable makes this type of event than

for other families of distributions. Furthermore, in the case of methods such as bootstrapping,

forward/backward selection, or other classes of algorithms that involve some level of automation

during the model fitting process, it is important to know how to correctly deal with the non-

existence of MLEs. Fortunately, as we will show, in the limit, the log-likelihood and its derivatives

are all well defined.

Given that the k-th sufficient statistic lies on the boundary, and thus the MLE of that param-

eter equals ±∞, there are two possible cases:

1. The observed value of the k-th sufficient statistic is at the lower bound sk =

mins′∈S s
′
k This happens, for example, when trying to fit a model using triangles as a

sufficient statistic on a graph that features no triangles. In this case, since the sufficient

statistics are centered around the observed values, we have s′k ≥ 0, the theoretical MLE

for θk goes to −∞, and thus, in the limit, we have

lim
θk→−∞

exp
{
θts′
}
=

 exp
{∑

j ̸=k s
′
jθj

}
if s′k = 0

0 if s′k > 0

2. The observed value of the k-th sufficient statistic is at the upper bound sk =

maxs′∈S s
′
k The most common case here is when the sufficient statistic is saturated, for
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example, in a fully connected graph, where the MLE goes to infinity, θk → +∞. Similar

to before, since again the sufficient statistics are centered around the observed values we

have s′k ≤ 0, in the limit the previous expression is well defined:

lim
θk→+∞

exp
{
θts′
}
=

 exp
{∑

j ̸=k s
′
jθj

}
if s′k = 0

0 if s′k < 0

The two previous statements can be interpreted as follows: only graphs whose k-th sufficient

statistic matches that of the observed data influence the likelihood and therefore the fitting of

the model. Therefore, a key to compute the limiting values of the Log-likelihood, Gradient, and

Hessian will be partitioning the summations over s′ ∈ S into two different sets as follows:

S0 ≡ {s ∈ S : su = 0,∀u ∈ U} (3.1)

S1 ≡ S \ S0 (3.2)

where U is the set of sufficient statistics that are on the boundary on the observed graph, and

thus have an MLE that diverges to ±∞, e.g. U = {triangle term} in a model with no observed

triangles. In this partition S0 contains all the realizations of sufficient statistics for which the

statistics in U match the corresponding observed sufficient statistics. With this definition in hand,

we will now show the asymptotic behavior of the functions in question as the parameter diverges

to infinity.

Log-likelihood Using the above partition of S, the log-likelihood can be written as follows

−log

{∑
s′∈S0

ws′exp

{∑
j ̸∈U

s′jθj

}
+
∑
s′∈S1

ws′exp
{
θt∆s (g′)

}
.

}

Then, without loss of generality, as θu → −∞:
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lim
θu→−∞

−log

{∑
s′∈S0

ws′exp

{∑
j ̸∈U

s′jθj

}
+
∑
s′∈S1

ws′exp
{
θt∆s (g′)

}}

= −log

{
lim

θu→−∞

∑
s′∈S0

ws′exp

{∑
j ̸∈U

s′jθj

}
+
∑
s′∈S1

ws′exp
{
θt∆s (g′)

}}

= −log

{∑
s′∈S0

ws′exp

{∑
j ̸∈U

s′jθj

}}

where the second equality follows from the fact that the logarithm function is continuous over

the domain (0, 1).

Gradient The gradient for θj is wrriten as

−
∑

s∈S wssjexp {θts}∑
s∈S wsexp {θts}

= −

∑
s∈S0

wssjexp
{∑

j ̸∈U θjsj

}
+
∑

s∈S1
wssjexp {θts}∑

s∈S0
wsexp

{∑
j ̸∈U θjsj

}
+
∑

s∈S1
wsexp {θts}

.

Without loss of generality, if su = mins′∈S s
′
u, the limit of the above expression as θu → −∞ is

evaluated as follows:

lim
θu→−∞

−

∑
s∈S0

wssjexp
{∑

j ̸∈U θjsj

}
+
∑

s∈S1
wssjexp {θts}∑

s∈S0
wsexp

{∑
j ̸∈U θjsj

}
+
∑

s∈S1
wsexp {θts}

(3.3)

= −

∑
s∈S0

wssjexp
{∑

j ̸∈U θjsj

}
∑

s∈S0
wsexp

{∑
j ̸∈U θjsj

} . (3.4)

If j = u, the above expression reduces to 0 as s′u = 0 ∀ s′ ∈ S0, otherwise the number is well

defined.

Hessian Just like the other cases, we can rewrite the hessian partitioning the function into sum-

mations over S0 and S1. for brevity, we do not rewrite the whole expression, but without loss of
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generality, the limiting Hessian, and in particular, its (j, l)-th component, as θu → −∞ equals:

−
(∑

s′∈S0
s′js

′
lwsexp

{∑
j ̸∈U θjsj

})
∑

s∈S0
wsexp

{∑
j ̸∈U θjsj

} +

(∑
s′∈S0

s′jwsexp
{∑

j ̸∈U θjsj

})(∑
s′∈S0

s′lwsexp
{∑

j ̸∈U θjsj

})
(∑

s∈S0
wsexp

{∑
j ̸∈U θjsj

})2 .

In the case that either j or l is equal to u, the hessian equals 0. For values other than u, the

hessian is non-zero. This last result is useful in that we can then apply the Moore-Penrose (see [27,

89]) generalized inverse and thus use a pseudo-covariance matrix, which is a common approach

taken by practitioners in a variety of fields [46, 117]. Furthermore, the limiting expressions of the

log-likelihood, gradient, and hessian have less terms to be consider, which can drastically reduce

the computational complexity of these functions. Appendix B provides some examples illustrating

how to calculate these values using the ergmito R package [114].

For further details about the existence of MLEs, model degeneracy and related issues pertain-

ing discrete exponential family models, see e.g., [34, 64, 92, 97].

3.4 The Conditional Distribution

Conditional graph distributions can be considered to have a rather long history in complex systems

analysis (e.g., CUG tests in the social networks literature [2, 35] and rewiring algorithms in the

network science literature [80, 81]). Across various disciplines, the usual strategy is to analyze,

or try to characterize differences across types of networks, by means of permutation tests. In the

context of networks, the principle consists of asserting whether an observed network, or set of

networks, differs from a null network distribution generated as a function of rewiring the observed

network while fixing one of its properties: for example, the overall degree distribution, the degree

sequence, the number of clusters, etc. ERGMs can be viewed as a generalized version of all

these tests [12], and from this perspective conditional ERGM distributions may prove very useful.
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Formally, the marginal distribution of the sufficient statistic sk, conditional on sufficient statistic

sl, can be calculated as follows:

P (s (G)k = sk | s (G)l = sl, θ) =
P (s (G) = s (g) | θ)
P (s (G)l = sl | θ)

(since both have the same normalizing constant)

=
exp {θts (g)}∑

g′:s(g′)l=s(g)l
exp {θts (g′)}

(furthermore, this is invariant to θl)

=
exp
{
θt−ls (g)−l

}
exp {slθl}∑

g′:s(g′)l=s(g)l
exp
{
θt−ls (g

′)−l

}
exp {slθl}

=
exp
{
θt−ls (g)−l

}∑
g′:s(g′)l=s(g)l

exp
{
θt−ls (g

′)−l

} . (3.5)

In other words, once we condition on the l-th sufficient statistic, the marginal distribution of

sk becomes invariant to the value of θl since all the information is already contained in sl. A very

interesting property that is akin to the “memory-less” property of the Exponential distribution.

Chapter 6 uses this in the context of goodness-of-fit assessment.
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Chapter 4

Next Steps for Phylogenetic Models

4.1 Hierarchical Bayesian Framework

One natural extension of the phylogenetic model presented in chapter 2 is to use a hierarchical-

Bayes approach in which, instead of assuming that all functions share the same set of population

parameters, we can build a model in which each tree has different rates of functional gain and

loss drawn from a common distribution. this enables us to “borrow strength” across trees when

inferring parameter values. Formally, in a general hierarchical-Bayes framework we have the

following structure:

D̃t ∼ f(θt), θt ∼ Beta (αθ, θθ) , (αθ, θθ) ∼ h(ω) (4.1)

where D̃t is the t-th observed annotated phylogenetic tree, θt is the set of model parameters

described in chapter 2, i.e., mis-classification, gain, loss, etc., associated with that tree, (αθ, θθ)

are the hyper parameters for θ, and h(ω) is a hyper-prior for the hyper-parameters. This is similar

to what is viewed in the literature as a random-effects model. Here, while we are relaxing the

assumption that all trees/functions have exactly the same evolutionary rates, we are still assuming

that those rates come from the same distribution, which at some level could still be too stringent
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(if there were in fact two populations, say).

In our case, if we wanted to estimate the model described in (4.1) using the 141 experimentally

annotated trees showcased in chapter 2, excluding hyper-priors, we would need to fit a model with

7 × 141 + 7 × 2 = 1, 001 parameters, a daunting task regardless of the maximization approach

taken. Because the estimation of models of the type of (4.1) is in general very difficult, we can

follow a simplified approach using Empirical Bayes [30]. The Empirical Bayes approach provides

a very good alternative to the full search by instead fixing the population-level parameters at

values that are broadly consistent with the currently observed data.

In simple terms, Empirical Bayes works as follows:

1. We start by obtaining a raw average of the population-level parameters (αθ and θθ in (4.1)),

call these (α̂θ, θ̂θ),

2. We then fix (αθ, θθ) to (α̂θ, θ̂θ), and estimate the model described in (4.1). While the

number of parameters to estimate does not dramatically decrease, the fact that we are

fixing the hyper-parameters to these data-driven estimates turns out to lead to an important

improvement in the stability of the log-likelihood function.

The only problem with this “standard” Empirical Bayes procedure is that we may have no

direct way of obtaining raw estimates of (αθ, θθ). To overcome this, we can rely on the pooled-

data estimates to obtain an approximation to the hyper-parameters. In particular, we can proceed

as follows:

1. Fit the pooled data model with a uniform (frequentist) prior as described in chapter 2 using

MCMC. This will result in a posterior distribution for the evolutionary model parameters.

2. Using either the Method of Moments [MoM] or Maximum Likelihood Estimation [MLE], fit

a model to obtain (α̂θ, θ̂θ). This procedure would yield a total of seven pairs of parameters

estimates, in particular, one alpha and theta pair for each of the seven parameters of our

gene-function evolutionary model, (ψ01, ψ10, µ01d, µ10d, µ01s, µ10s, π).
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3. Finally, with the new set of (α̂θ, θ̂θ), fit the joint hierarchical model using MCMC.

Both strategies, either using a fully-Bayesian approach to estimate the hyper-parameters,

or using Empirical Bayes to fix the hyper-parameters to data-informed values, are now fully-

implemented in my aphylo R package.

At this point in time, I have tested this model using both methods, full hierarchical Bayesian

and Empirical Bayes, with limited success. The most successful analysis so far came from fitting

a model using the Empirical Bayes approach on a subset of the 141 trees using only annotations

tagged as Molecular Function. This included a total of 74 functions/trees. While the entire

procedure did not fully converge under the criterion described in chapter 2 (running four chains

and having the Gelman-Rubin statistic below the 1.1 threshold [42]), ultimately, the predictions

generated by this model were similar to those generated by the pooled-data model including the

141 trees. We note that convergence of individual-level parameters in such contexts is often

challenge, so frequently the focus is on population-level inference, or, in a context such as ours,

final imputation accuracy. As an alternative to this fully integrated model, in the next section I

describe a simpler modeling strategy that leverages the fact that annotations can be grouped in

three natural major classes.

4.2 Pooling by Class of Annotation

While a Hierarchical Bayesian approach might be viewed as the correct “full glory” statistical

treatment of the problem, as noted in the previous section such models often behave poorly,

and their computational complexity can often grow very quickly, making the estimation process

a daunting task, and in some cases, infeasible. So here we provide a simpler, more pragmatic

alternative, that still seems to perform well.

In our context the gene annotations can be classified in three major classes. So, instead of

modeling each gene-function as having its own set of evolutionary rates, all drawn from a common

population distribution, a more pragmatic approach is to assume that functions within the same
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class of annotations share a common set of model parameters. In the Gene Ontology project [GO

project] [3, 22], gene functions are classified as being related to one of three different functions:

(a) Molecular function: genes whose products relate to molecular activities.

(b) Biological process: genes whose products contribute to pathways and larger processes.

(c) Cellular component: gene whose products are active in specific cellular components.

Given this information, before fitting the full Hierarchical Bayes model using the three classes,

I first approached the data by estimating a single model per type of annotation. From the

original set of 141 experimentally annotated trees that were used in chapter 2, I fitted three

different models including 74, 45, and 22 trees with annotations of type molecular function,

biological process, and cellular component, respectively. So now we assume common parameter

values across all trees within each of the three classes. Table 4.1 shows the resulting parameter

estimates fitted using the same Markov Chain Monte Carlo method, and using a uniform prior,

as described in the aforementioned chapter.

There are four major points to highlight from these new sets of results. First, the parameter

estimates are significantly different from those obtained with the pooled-data approach. While

the molecular function estimates are very close to those obtained with the former model, the

parameter estimates for biological process and cellular component are very different. The model

suggests that gene functions associated to biological processes have a significantly lower rate

of mutation, changing from the 97% chance obtained in the pooled-data model, to just a 10%

probability of gaining a function at a duplication event for this model. Similarly, estimated loss

of function rate at duplication nodes changes from 51% in the pooled-data model to just 3% in

the model restricted just to genes involved in biological processes. Second, prediction accuracy

significantly improved in the case of biological process. Compared to a Mean Absolute Error

(MAE) of 0.34 in the pooled-data model, MAE under the new strategy decreased drastically

to 0.26; the same is not true for the case of molecular function, which did not observe any

meaningful changes, and cellular component, which, on the contrary, resulted on significantly
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Type of Annotation

Pooled Molecular
Function

Biological
Process

Cellular
Component

Mislabeling
ψ01 0.23 0.18 0.09 0.66
ψ10 0.01 0.01 0.01 0.33

Duplication Events
µd01 0.97 0.97 0.10 0.55
µd10 0.52 0.51 0.03 0.56

Speciation Events
µs01 0.05 0.05 0.05 0.37
µs10 0.01 0.01 0.02 0.37

Root node
π 0.79 0.71 0.88 0.52

Trees 141 74 45 22
Accuracy under the by-aspect model

AUC - 0.77 0.83 0.53
MAE - 0.34 0.26 0.50

Accuracy under the pooled-data model
AUC - 0.77 0.75 0.75
MAE - 0.35 0.34 0.37

Table 4.1: MCMC estimates for experimentally annotated trees. The first column shows the
estimates under the pooled-data model in 2.4, while the following three columns report the
estimates obtained when fitting the model using a pooled-data approach, but doing so by type of
annotation. Readers should be aware that the estimation process of the fourth column, cellular
component, did not fully converge, likely due to sparsity of annotations within that category.
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lower prediction accuracy. We note that the number of genes related to cellular component is

small, and the amount of annotation on those phylogenies is low, perhaps explaining the loss of

accuracy here. Third, as further evidence of this, parameter estimates for the cellular component

model are not informative whatsoever. The posterior sample never reached a stable point, which

is why the posterior averages, which are the values reported in the table, are all relatively close

to 0.5; this is the same behavior observed in estimation processes involving a single tree with

no informative prior. It is possible that estimates will improve when a better fit is obtained.

Finally, because the parameter estimates of molecular function are so close to those obtained in

the pooled-data model, it is reasonable to believe that trees with molecular functions were driving

the pooled-data estimation process.

Regarding the latter point, we can perform a sensitivity analysis by using cross-validation and

measuring how much influence each tree, or group of trees, has on the overall estimation process.

While the aphylo package has some of the required infrastructure needed for such analyses, more

work needs to be done. Lastly, and perhaps of great importance, even though prediction accuracy

improved for genes related to biological process, the corresponding parameter estimates are not

in line with the common understanding that the evolutionary rates of biological processes should

be higher compared to those of molecular functions, (our model suggests the opposite). We will

explore this issue in the near future.

In conclusion, these results suggest that it may not be reasonable to simply group all genes

together when performing a joint analysis of the data. dividing them into natural classes, as we

did here, is one reasonable response to this, given the difficulties of fitting the fully hierarchical

model. However, in the following section, I present a promising alternative to this model that

builds on the ideas presented in chapter 3.
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4.3 Transition Probabilities as a Function of Sufficient

Statistics

An important problem that we have met in our analyses so far is the sparseness of annotations in

the experimental data in general, but particularly in those of the type absent (no function). This

lack of NOTs in the data was what motivated us to propose a pooled-data approach, so that

we could augment the available data with the hope of improving the accuracy of our parameter

estimates. Yet, as illustrated in the previous section, even if the Hierarchical Bayes approach

proves successful, we are still assuming that both functions and siblings evolve independently,

which is an unrealistic assumption.

We now build a generalized version of the model in which both function and sibling inter-

dependence are incorporated. Using the ideas developed in chapter 3 for discrete exponential

distributions, instead of analyzing the functional gains and losses of siblings as what, in principle,

were independent and identically distributed Bernoulli variables, parameterized by µ01/µ10, we

can instead model the transition probabilities using a discrete exponential distribution:

P (X = x | xn) =
exp {µts(x, xn)}∑
x′ exp {µts(x′, xn)}

(4.2)

where x ≡ {xn1, xn2, . . . } is an array of size P (functions) × |O (n) | (offspring) representing

the state of node n’s offspring, xn is a binary vector representing the state of node n, µ is a

column vector of parameters, and s(·) is a column vector of sufficient statistics which may include

terms such as: the total number of functional gains, the number of co-gains or co-loses, etc. The

point here is that by choosing appropriate summary statistics, and associated coefficients, we

can enforce appropriate degrees of biological reality upon the allowed transitions in the offspring

nodes for the set of genes under consideration. We give an example of this below.

While this calculation is indeed highly complex in the sense that we need to go through all

possible states of x, as discussed in chapter 3, the isomorphism of the sufficient statistics imply

that we don’t need to fully enumerate x but rather only the support of the sufficient statistics,
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which depending on the specified model could be significantly smaller, and therefore faster.

Compared to the more canonical approach to incorporate interdependencies between siblings

and functions in which usually the entire joint Markov transition matrix is estimated, requiring us

to fit a model with hundreds (if not tens of thousands) of parameters, this new approach has the

potential of incorporating arbitrarily complex features of the Markov transition process while at

the same time keeping the number of free parameters low, making it a computationally efficient

alternative. Table 4.2 shows four concrete examples of what kinds of statistics could be included

in the model.

Transitions to
Case 1 Case 2

Parent
A
B
C

 0
1
1

  0 1
1 0
1 1

  0 1
1 0
0 1


Sufficient statistics

# functional gains 1 1
Only one offspring changes (yes/no) 1 0
# Changes (gain+loss) 2 3
Subfunctionalizations (yes/no) 0 1

Table 4.2: Examples of sufficient statistics for phylogentic modelling. The parent node has
three functions, A, B, and C, and two offspring. The table shows what would be the counts for
four different sufficient statistics that could be used in this context (functional gains, having a
single offspring changing, number of total changes, and subfunctionalization, which consists of
an offspring specializing by inheriting just a subset of its parent’s functions), and in particular,
what would be under two different cases.

In the next subsection I explain how this new strategy still fits within the framework Felsen-

stein’s pruning algorithm [37], which is a key component for ensuring tractability of the overall

model fitting process.

4.3.1 Independent Functions, Dependent Siblings

We illustrate in the case of a single gene function. In such a case, the main modification of the

model would be on the pruning probabilities relating to the offspring set of each node. From the
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original definition of the algorithm, we have:

P
(
D̃n

∣∣∣ xn, ψ, µ) =
∏

m∈O(n)

P
(
D̃m

∣∣∣ xn), (2.3)

In principle, the conditional probability of the induced-subtree can be inferred using the law

of total probability by conditioning on the possible states of the offspring, x ≡ {xm}m∈O(n) ∈

{0, 1}|O(n)|. As we are now assuming that these are jointly distributed, we write the following:

P
(
D̃n

∣∣∣ xn, ψ, µ) =
∑
x

P
(
D̃n

∣∣∣ x, xn)P (x | xn)

(Since we are given the state of the offspring, we can rewrite

this as the joint probability of each offspring-induced subtree, to get)

=
∑
x

P
(
D̃m1, D̃m2, . . .

∣∣∣ xm1, xm2, . . . , xn

)
P (x | xn)

(Because of the Markov assumption, these probabilities are

conditionally independent, and so we get)

=
∑
x

P (x | xn)
∏

m∈O(n)

P
(
D̃m

∣∣∣ xm, xn)
=
∑
x

P (x | xn)
∏

m∈O(n)

P
(
D̃m

∣∣∣ xm) (4.3)

The last line follows from another application of the Markov assumption, as information that xn

provides is irrelevant once we know xm. This way, we have yet another recursive definition of the

pruning probabilities.

4.3.2 Dependent Functions, Dependent Siblings

when we consider more than one function, the main difference with (4.3) is that xn is now

multivariate, so we have:
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P
(
D̃n

∣∣∣ xn, ψ, µ
)
=
∑
x

P (x | xn)
∏

m∈O(n)

P
(
D̃m

∣∣∣ xm

)
(4.4)

derived in a similar way to that shown above.

4.3.3 Sufficient Statistics for the Phylogenetic Model

To be able to compute (4.4), we first need to know the normalizing constant of the transition

probability, and hence, fully enumerate all possible states of x and calculate its corresponding

sufficient statistics. While this only needs to be done once, it is desirable to reduce the computa-

tional complexity as much as possible since the algorithm will require us to do such enumeration

for all nodes and for all possible states of the parent nodes.

Again, borrowing ideas from the ERGM literature, we can drastically reduce the computational

complexity for calculating the support by using what is known as change statistics. In simple

terms, since the process of exhaustive enumeration requires adding/removing one entry of the

array/graph at a time, we can take advantage of this and, instead of fully counting all the

functional gains, functional loses, functional co-gains (trying to capture correlation between pairs

of functions), etc., we can keep track of a vector of running counts and look only at how the

new deleted/added entry increments/decrements these statistics. Let’s take a look at a couple

of examples.

Functional gains The simplest term one could think of is counting the number of functional

gains. In this case, the overall statistic is computed as follows

s (x, xn)gains k = xnk
∑

o∈O(n)

xmk

where xnk equals to one if the n-th node has function k, and zero otherwise. Notice that the

whole statistic will be relevant if and only if the state of the parent node is 0. Now, let x+
hk

denote the matrix of offspring states in which the only change from x is that offspring h gained

function k, then the change statistic equals:
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δ(h, k)gains k = s
(
x+
hk, xn

)
gains k − s (x, xn)gains k =

 1, if xnk = 0

0, otherwise

thus, in essence, this statistic always increments in one unit if the parent node did not had such

function.

Subfunctionalization One theoretical aspect that the simpler version of our model cannot

capture is what is known as subfunctionalization. This happens when the offspring become spe-

cialized and each performs a subset of the functions inherited from its parent. A first approach

to this could be looking at pairwise subfunctionalizations, this is, instead of analyzing all possi-

ble types of subfunctionalization, i.e. involving two, three, four functions, etc., we could start

by looking at pairs of functions. For example, the sufficient statistic for counting how many

subfunctionalization events we observe for functions (k, j) can be computed as follows:

s (x, xn)subfun kj = ∑
u<h:{u,h}∈O(n)

{xuj(1− xuk)(1− xhj)xhk + (1− xuj)xukxhj(1− xhk)}

where, without loss of generality, we assume that (xnk, xnj) = (1, 1). This statistic, while

straightforward, can become computationally cumbersome since we need to evaluate whether we

observe the phenomena on all pairs of offspring. On the other hand, using sufficient statistics,

without loss of generality, if the offspring h gains function k, then the change statistic becomes:

δ(h, k)subfun kj =


∑

u∈O(n)\h(1− xuj)xuk, if xhj = 0

−
∑

u∈O(n)\h xuj(1− xuk), otherwise

which involves less calculation.

Neofunctionalization Another key statistic, neofunctionalization happens when one copy

retains the ancestral function, leaving the other copy free to evolve a new function. The neo-
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functionalized copy can be modeled as losing one or more ancestral functions, and gaining one

or more new functions. Like in the case of subfunctionalization, we could first approach ne-

ofunctionalization by looking at pairs of functions. Without loss of generality, assuming that

(xnk, xnj) = (1, 0), the statistic can be computed as follows:

s (x, xn)neofun kj = ∑
u<h:{u,h}∈O(n)

{xuj(1− xuk)(1− xhj)xhk + (1− xuj)xukxhj(1− xhk)}

Finally, the corresponding change statistic can be calculated as:

δ(h, k)neofun kj =


∑

u∈O(n)\h(1− xuj)xuk, if xhj = 0

−
∑

u∈O(n)\h xuj(1− xuk), otherwise

which differs from the subfunctionalization equations only on the state of the parent node–the

subfunctionalization statistic requires the parent to have both functions, while the newfunction-

alization statistic requires the parent to have only one of the two functions.

This approach, using change statistics to calculate the support of the sufficient statistics, can

be further optimized by leveraging the fact that support sets will be essentially shared across

nodes in most models, in particular, we can save more computational time by keeping a hash

table, i.e. a lookup storage system, which we can use to keep track of shared support sets. For

example, if in our model: (a) Data included 500 internal nodes, (b) all internal nodes had the

same number of offspring, e.g. two, and (c) we were not considering branch lengths; instead

of doing full enumerations 500 times, it would suffice to computing it only once, as all 500

events’ would share the same support space. This and other related ideas are currently being

implemented on the barray C++ template library described in section 7.6.
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Chapter 5

Exponential Random Graph Models

for Small Networks

This chapter, currently in the second round of revisions in the journal Social Networks,

is the result of collaboration with Andrew Slaughter and Kayla de la Haye. The latest

version of the manuscript can be found as a pre-print on arXiv https://arxiv.org/

abs/1904.10406.

5.1 Introduction

Statistical models for social networks have enabled researchers to study complex social phenomena

that give rise to observed patterns of relationships among social actors, and to gain a rich

understanding of the interdependent nature of social ties and social actors [74, 105]. For example,

this research has provided new insights into the role that the attributes of social actors (e.g., their

characteristics, beliefs, and decisions), and endogenous structural processes (e.g., social balance,

and relationship reciprocity) play in shaping social networks across different populations and social

settings, and how these social networks, in turn, influence individuals and groups.

Much of this research has focused on social networks within medium to large social groups:

networks ranging from dozens or hundreds of members (e.g., classrooms and organizations)

61

https://arxiv.org/abs/1904.10406
https://arxiv.org/abs/1904.10406


to millions (e.g., online social networks). However, modern advances in statistical models for

social networks have rarely been applied to the study of small networks, despite small network

data from teams, families, and personal (ego-centric) networks being common in many fields

that study social phenomena [8, 17, 23, 54]. The study of small networks often uses descriptive

statistics that summarize basic structural features of the network; for example, the density, degree

distribution, or triad count. However, researchers in these fields are often interested in testing

hypotheses about why localized social structures, such as reciprocity, balance, and homophily,

emerge in these small groups. A key limitation to such work has been the availability of statistical

models for networks that can flexibly test and control for the kind of dependencies inherent to

network data. In this paper, we propose an approach for applying one of the most widely used

statistical models for social networks–exponential random graph models, or ERGMs–to small

graphs, to enable new research on “little networks”.

5.2 Exponential-Family Random Graph Models

Exponential-family random graph models (ERGMs) are one of the most popular tools used by

social scientists to understand social networks and test hypotheses about these networks [39, 55,

93, 104, 121, and others]. In this family of models, an observed graph y , comprised of a set of

nodes (vertices) and ties (edges), is characterized by a set of sufficient statistics defined on the

graph, s (y), and parameters ω. In a model that also includes node characteristics X, this leads

to the following equation:

P (Y = y | ω,X) =
exp {ωts (y,X)}

κ (ω,X)
, ∀y ∈ Y (5.1)

Where κ (ω,X) =
∑

y∈Y exp {θts (y,X)} is the normalizing constant, and Y is the support

of the model that is usually assumed to include all graphs of the same type (e.g., directed or

undirected) and size, that do not include self-ties. In the directed graph case, the size of Y

equals 2n(n−1) possible graphs. This makes the exact calculation of κ (ω,X) , and therefore of
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(5.1), computationally expensive. A sophisticated array of parameters can be specified for ERGMs

that reflect social and structural process of interest to social scientists, such as social closure,

connectivity, and other affiliation preferences. Figure 5.1 shows some examples of the structures

(statistics) that can be estimated with ERGMs.

Representation Description

Mutual Ties (Reciprocity)∑
i ̸=j yijyji

Transitive Triad (Balance)∑
i ̸=j ̸=k yijyjkyik

Homophily∑
i ̸=j yij1 (xi = xj)

Attribute-receiver effect∑
i ̸=j yijxj

Four Cycle∑
i ̸=j ̸=k ̸=l yijyjkyklyli

Figure 5.1: Besides of the common edge count statistic (number of ties in a graph), ERGMs
allow measuring other more complex structures that can be captured as sufficient statistics.

While other methods for studying small graphs exist, e.g. non-parametric tests like the

Conditionally Uniform Graph tests (CUG tests in the social networks literature [2, 35] and rewiring

algorithms in the network science literature [80, 81]), all in all, ERGMs have more flexibility

because they can be used to test complex hypotheses in a multivariate framework. As noted in

[12], most of these non-parametric methods can be written in the form of (5.1), which means

that ERGMs can be viewed as a generalized version of many of these tests.

Although “small networks” is a topic mentioned several times in the literature on social network

models [39, 105, 121], interest in larger social networks has dominated the field.1 Thus, ERGM

methods have been developed to accommodate larger networks (although it is only very recent

developments that have begun to scale well to “very large” networks of several thousand nodes

or more [108]). One example of this is the calculation of the likelihood function: rather than

1This is perhaps because, as put by [105], small networks are considered to be “uninteresting special cases”
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being calculated using exhaustive enumeration (which we will refer to as "exact likelihood"),

the most popular software packages used for estimating these models apply simulation-based

estimation methods. As a consequence, current methods used to estimate ERGMs for medium

to large networks do not translate well to small network data (i.e., 6 or fewer nodes in a directed

network), and applications of these statistical network models to small networks are rare.

One major technical and theoretical issue in ERGM estimation generally, which is exacerbated

with small networks, is the problem of non-existence of Maximum Likelihood Estimation (MLE).

Non-existence of MLEs (or the convex-hull problem) occurs when the observed graph’s statistics

lie in a region on or near the boundary of the support [4], and can be stressed when estimation

depends on Monte Carlo Integration [50]. Small networks, which are more likely to be nearly

empty or nearly full, have a smaller region of support, and are more likely to be on or near the

boundary of that support. For example, if we are trying to estimate an ERGM in a network with

only three nodes, in the scenario where the graph is directed and does not allow for self-ties,

the chances of obtaining a graph with either one or zero ties (i.e., empty or almost completely

empty), or a graph with five or six ties (i.e., fully or almost fully connected) is about 20% using

a uniform sampler.2

Because researchers studying small networks often have observed samples of small networks

(e.g., multiple team, family, or personal/egocentric networks), a common work-around to the

issue of non-existence of MLE is to combine the independent small networks into a single larger

block-diagonal graph. Estimation then proceeds by assuming that ties between blocks are im-

possible (i.e., treated as structural zeros in estimation). The major problems with this approach

are that it can be complicated to fit, and difficult to extend. As an example of the former, the

same set of constraints (the structural zeros) that allow for the model to be fit can also make

the estimation procedure more difficult, and increase the possibility of sampling problems during

MCMC estimation. However, a more important challenge with the block-diagonal approach are

difficulties with extension. A basic “complete pooling” model, which assumes a common data
2For more on the discussion on existence, degeneracy, and instability see [64, 92, 97].
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generating process across all networks, is straightforward to define. However, relaxing that as-

sumption to allow for variability across graphs (i.e., unpooled or partially-pooled models) can be

problematic; it would typically require the creation of block-wise node membership attributes, and

complex interaction terms involving subgraph statistics and node membership variables. More-

over, extending this framework to not only allow for between-group variability, but to explicitly

predict it (for example, as a function of additional group-level variables), is not straightforward

with this complete-pooling approach.

To overcome the challenges described above for fitting ERGMs to small networks, we leverage

the fact that in the case of small networks, the full likelihood function is tractable. This allows the

direct estimation of model parameters without using Markov Chain Monte Carlo (MCMC) or other

approximate methods, avoiding some of the convergence issues associated with the convex-hull

problem [50]. It also makes it much easier to combine ERGMs with other statistical techniques,

opening the door for many possibilities of richer methods to model and understand small-group

network structure and dynamics. In this paper, we describe how modern computational power

allows for the complete specification of the likelihood for small graphs, and how this specification

allows us to use the standard tools of MLE, instead of approximate methods. We present examples

using these techniques; provide some initial results on empirical bias, type I error rates, and power

based on a simulation study; illustrate the flexibility of this method with an empirical application;

and discuss future extensions these techniques make feasible.

5.3 ERGMitos: ERGMs for Small Networks

With modern computers, calculating the exact likelihood function of an ERGM for a small network

becomes computationally feasible. This has an important implication: the process for estimating

the parameters of an ERGM for small networks can be done directly. Many innovative techniques

have been developed to handle models with intractable normalizing constants (e.g., Markov Chain

Monte Carlo [MCMC] based estimation methods, Bayesian techniques such as the exchange
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sampler, etc.), and often these techniques work quite well. Of course, no techniques are without

tradeoffs; MCMC-based estimation can be sensitive to starting values, and the quality of standard

errors can depend on the availability of analytic gradients [88]. Bayesian techniques like the

exchange sampler [82] may be comparatively slow, which may be an issue when many networks

are to be analyzed.

Moreover, simulation-based methods may have particular susceptibilities to the convex-hull

problem. As stated by [50, p. 7], “[i]f the model used to simulate the graphs is not close enough

to produce realizations that cover the observed values of the statistics, the MC-MLE will not

exist even in cases where the MLE does.” For example, many common network models, such

as triangle-based models, can lead to bimodal distributions of graph statistics that simulation-

based methods have difficulty with; even when the MLE falls between the modes [60]. Therefore,

even though the non-existence issue is not completely avoided, a method based on exact (non-

simulation) inference may not only provide a better solution (in general) by avoiding the additional

uncertainty induced by simulations and approximations, but it may also help to mitigate the

problem in cases where the MLE exists.

Of course, the statistical analysis of a single small network could be uninformative due to the

small numbers of dyads, and a high restriction in the variability of possible subgraph statistics.

Fortunately, research on small networks typically involves collecting data from samples of small

groups (vs. the more typical ’case studies’ of single larger networks), which allows for the de-

velopment of models to analyze structural variation both within and across small networks. If

we assume that the sample of networks comes from a population of networks (groups) that are

governed by the same data generating process, we end up with the following likelihood, defining

a completely-pooled model:

P (Y1 = y1, . . . , YP = yP | ω,X1, . . . , Xp) =
P∏

p=1

exp {ωts (yp, Xp)}
κp (ω,Xp)

(5.2)

Where P denotes the number of networks used in the model, and κp (ω,Xp) is explicitly cal-

culated, unlike existing approaches to ERGM estimation. We call this framework, which is a
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revisited version of ERGM in the case of small networks, ERGMito. In general, this extension can

be feasibly applied to small graphs containing at most 6 nodes if directed, or 8 if undirected.

Not to be confused with pooled estimators – i.e. aggregating various parameter estimates

from independent model fits– pooled-data models have several benefits, including the ability to

consider small networks that otherwise would be excluded from an analysis; e.g., because they are

fully connected or empty graphs. Moreover, as we will emphasize later in section 5.5, as long as

at least one network in the sample has values on the boundary for each type of sufficient statistic,

the MLEs will generally exist [see 50].

One issue that may be of concern is the feasibility of the underlying assumptions when esti-

mating pooled-data models with networks of different sizes. Because parameter estimates often

encode network size, one may argue that pooling networks of different sizes into a single model

may not be appropriate. However, there are several ways to control for size-induced heterogene-

ity; for example, including fixed or random effects at the graph level to account for size, or using

approaches such as those described in [13, 68, 69]. In the cases presented in this paper, we focus

on samples of networks that are of similar sizes (networks of size 4 and 5); thus, these issues are

unlikely to be of great concern within a small range of values, although we demonstrate how they

can be accounted for in our applied example (section 5.6).

In the following sections we illustrate and investigate the properties of estimating ERGMs for

small networks using this approach. All simulations and model fitting were conducted using the

R package ergmito, which has been developed to implement the methods described in this paper.

5.4 Illustration With Simulated Data: fivenets

5.4.1 Data-generating-process and Model Fitting

Starting with a s simple example, we now look at a simulated data set that was created using

the data-generating-process of ERGMitos. This particular dataset, which we call “fivenets”, is
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included in the in the R package ergmito3. The data set contains five small graphs with nodal

attributes (we use gender in the following example), with the networks generated using the

following specification:

P (Y = y | X,ω) =
exp
{
ωedges

(∑
i,j yij

)
+ ωsame

(∑
i,j yij1 (Xi = Xj)

)}
κ (ω,X)

where ωedges = −2.0 and ωsame = 2.0. Using this equation we draw five networks of size four.

The process of “homophily” is represented by a parameter that is defined as the number of ties

in which ego and alter have the same gender, ωsame. Before drawing the networks we randomly

generated the node attribute (gender) to each vertex as a Bernoulli with parameter 0.5. Figure 5.2

shows the generated networks, including their nodal attributes.

Gender

Male
Female

Figure 5.2: Fivenets data set. These graphs were randomly drawn from an ERGM distribution
with two parameters: number of edges and gender homophily, with parameters equal to -2.0 and
2.0 respectively.

Using the ergmito R package, we fit three different models to the data: (1) a Bernoulli graph,

which is a model that only includes the “edges” parameter, (2) a model with “gender homophily”

as its only parameter, and finally (3) a model including both “edges” and “gender homophily”,

which is the correct specification of the model. Some details regarding the computational aspects
3The R package is available to be downloaded at https://github.com/muriteams/ergmito and https:

//cran.r-project.org/package=ergmito.
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of the model fitting process are provided in C.1.

In general, while practitioners are accustomed to dealing with a single set of observed sufficient

statistics, sometimes called “target” statistics, pooled models instead feature an array of such

statistics. Table 5.1 displays the counts used in this model, from the Fivenets data.

Net id edgecount count of gender
homophilic ties

1 2 2
2 7 5
3 4 3
4 5 5
5 2 1

Table 5.1: Observed sufficient for the fivenets dataset. In the case of pooled-data models, there
is no one set of observed (target) sufficient statistics, but an array of such statistics. This table
shows the edgecount and the count of gender homophilic ties in the fivenets dataset.

Table 5.2 shows the estimation results of the three different specifications of the model and,

as expected, model (3) has the best overall fit to the data. Furthermore, since all three models

were fitted using MLE, we can compare the edgecount and homophily models with the full model

using Likelihood Ratio tests [127].

Homopholy Edgecount Full model

Edgecount −0.69∗ −1.70∗∗

(0.27) (0.54)
Homophily (on Gender) −0.12 1.59∗

(0.34) (0.64)

LR-test statistic (χ2) 7.04∗∗ 13.72∗∗∗

AIC 85.06 78.38 73.34
BIC 87.15 80.48 77.53
Log Likelihood −41.53 −38.19 −34.67
Num. networks 5 5 5
∗∗∗p < 0.001; ∗∗p < 0.01; ∗p < 0.05

Table 5.2: Fitted ERGMitos using the fivenets dataset. Looking at AICs and LR-test statistics,
the full model (last column of the table) is the one with the best fit to the observed data. More
over, the 95% level CI of each covers the true parameters: θ̂edges ∈ [−2.77,−0.64]; θ̂Homophily ∈
[0.33, 2.85].
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It is important to note that the ergm package can also be used to calculate exact likelihoods,

and that this feature has been available for a long time. Some of the additional features and

extensions provided in the ergmito package, which are illustrated in subsequent sections of the

paper, are: a simple way of estimating pooled-data models, simulating small networks using exact

likelihoods, evaluating goodness-of-fit at the graph level for pooled-data models, and including

arbitrary effects like interaction effects and transformation of the canonical ERGM terms. The

goodness of fit of this model is evaluated in the following section.

5.4.2 Goodness-of-fit in ERGMitos

Researchers that apply ERGMs should be familiar with the graphical goodness-of-fit (GOF) di-

agnostics that are used to assess how well the estimated model can reproduce graphs that are

similar to the observed graph on a range of local and global graph statistics [58]. In the case

of ERGMitos applied to small networks, local graph statistics will be more relevant than global

statistics to assess GOF. For example, the graph geodesic distribution (i.e., the distribution of

shortest-path lengths) is often used to assess GOF for larger networks, but this is clearly less

relevant in the case of small networks (like in our case, containing at most 6 nodes if directed, or

8 if undirected) because the shortest-path length between any two nodes typically lies between

one and three steps. Therefore, we focus the GOF analysis on the parameters fit in the model as

the minimum set of local graph statistics, as shown in Figure 5.3; and depending on the model

complexity a more comprehensive set of local statistics may be needed. An important difference

in our approach compared to traditional GOF assessments for ERGMs is that we are able to

enumerate the full support of the model, and so instead of showing a boxplot we present a 90%

exact confidence interval per-statistic per network, comparing the fitted model’s distribution with

the observed parameters.

An important advantage of the ERGMitos over “regular” ERGMs is that we can observe the

surface of the log-likelihood over different combinations of parameters in a rather straightforward

way. This, together with the GOF analysis should be a routine step done after every ERGMito
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Figure 5.3: Goodness-of-fit in ERGMitos. This illustrates how the observed sufficient statistics
of each one of the 5 networks (x-axis) locate in the overall estimated distribution based on the
fitted ERGMito. The gray lines in each box show the minimum and maximum value that the
sufficient statistics can take in each one of the 5 networks, whereas the dotted lines provide a
90% confidence interval. The dots are the observed statistics in each network.
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fit. Figure 5.4 shows the surface of the log-likelihood function around the solution parameters to

the maximization problem.

Figure 5.4: Surface of the log-likelihood function of the pooled ERGMito model. Lighter colors
represent higher values while darker ones represent lower values. The red dot corresponds to the
location of the MLE estimate of the model.
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The ability to calculate the surface of the exact likelihood function provides additional tools

for assessing the quality of the estimated set of parameters. One good use of this diagnostic is to

evaluate the roughness of the log-likelihood function, which in principle should give us an idea of

the likelihood of the maximization process failing to reach a global maxima, or estimates being

close to problematic (e.g., generating empty or fully connected graphs) areas of the parameter

space.
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5.5 Simulation Study

We conducted two sets of simulations where we compare the performance of the Maximum

Likelihood Estimator [MLE] with that of the Monte Carlo MLE [MC-MLE] and Robbins-Monro

Stochastic Approximation [RM] in terms of bias, power, type I error rates, and overall computation

time. In the first set of simulations, we analyze empirical bias, empirical power, and overall

computation time of each estimator in a scenario where the ERGM is defined by edgecounts and

transitive triads. For the second set of simulations, we look at empirical type I error rates when

ERGMs are mis-specified by including a transitive triad term in the context of a data-generating-

process that only includes an edgecount statistic.

The code used to reproduce this entire section can be found at https://github.com/

muriteams/ergmito-simulations.

5.5.1 Empirical Bias and Power

Using the ERGMito R package, we generated 20,000 samples (datasets), with each sample

consisting of several small networks defined by the parameters edges (edgecount) and ttriads

(number of transitive triads). Each sample was generated using different combinations of pa-

rameters. While all come from an ERGM model defined by edgecounts and number of transitive

triads, for every sample we specified: (1) population parameters for the ERGM, (2) the size of

the sample (i.e., the number of networks in the sample), and (3) the composition of the sample

in terms of the combination of networks of size four and five. A detailed description of each one

of these three components used to draw the samples follows:

1. Population parameters: First we drew two numbers from a piece-wise Uniform dis-

tribution with values in [−2,−.1] ∪ [.1, 2], (ωedges, ωttriads), which corresponded to the

parameters associated to the statistics edgecount and number of transitive triads.

This specifies the ERGM from which we will draw the networks from. This is akin to the

approach taken by [98] , although we took a more conservative approach than their ranges
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of (-5,0) and (0, 5) for the parameters “edges” and “triangles” in order to increase the num-

ber of irrelevant draws (i.e., samples composed mostly of either empty of fully connected

graphs, or networks with no transitive triads).

2. Number of networks per sample Then, we specified the number of networks to generate

from the models defined in the previous step, using one of the following sample sizes

{5, 10, 30, 50, 100, 150, 200, 300}. The 20,000 simulations were equally split across the

various sample sizes (i.e., the simulation study was based on 2,500 samples comprised of 5

networks; 2,500 samples comprised of 10 networks, etc.)

3. Number of nodes per network Finally, the composition of each sample, in terms of

the number of nodes that each network has, was uniformly-random selected from the pairs

{N, 0}, {N − 1, 1}, . . . , {1, N − 1}, {0, N}, where the first number of each pair is the

number of networks of size 4, and the second is the number of networks of size 5 in the

sample. As an example, if the sample size selected in the previous step was 30, then the

possible pairs to select from would be {30, 0}, {29, 1}, . . . , {1, 29}, {0, 30}, so that samples

in which all networks were of size 4 (meaning we draw the pair {30, 0}) or size 5 (again,

selecting the pair {0, 30}) were equally likely.

For each one of the 20,000 simulated datasets, we then estimated the model using MLE, as

implemented in the ergmito R package, and MC-MLE and RM, as implemented in statnet’s ergm

R package [51, 61]. In the case of the latter two, the pooled estimation was done by fitting what

is known in the literature as a block-diagonal model in which (a) networks are stacked together

in a single adjacency matrix, and (b) the sampling space for the MCMC process is constrained

to sample from graphs where ties are only possible within blocks. In the case of the MCMC

estimator, we set the control parameters interval and samplesize to 2,048, with a burn-in of

2,048 x 16 = 32,768; all double the of the current default values specified in the ergm package,

so that we could increase the precision of our estimates. And in cases where the algorithm failed

to return any estimates, we increased the control parameters interval and samplesize to 10,000.
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Analysis preface

After simulating the data and estimating the models, we found that there were several cases

in which the programs implementing the three algorithms did not converge, and either returned

estimates with a warning to the user, or failed without returning a meaningful message to the

user. First, the MLE implementation in ergmito had zero failures, meaning that, even if the

optimization failed to converge, the program provided the user with a meaningful report in all

cases. Second, while the MC-MLE implementation of the ergm package did fail without returning

any form of results in some cases (97 of the 20,000), in each of these instances the program

provided the user with a meaningful report of what caused the error. Third, in the case of the

Robbins-Monro algorithm [RM], as implemented in the ergm package, we observed a high error

rate: in about 25% of the samples, the ergm function failed during the estimation process, and

returned an uninformative error message to the user (“NA/NaN/Inf in foreign function call (arg

13)”). This error rate should be interpreted with some context; the implementation of the RM

algorithm has received less attention, and thus less optimization, that the MC-MLE method.

While the PNet [119] software provides a more mature implementation of the RM algorithm,

we chose to use statnet’s implementation as it was better suited for the implementation of our

simulation study. Table 5.3 shows the number of errors as a function of sample size (number of

networks) for each estimation method.

Nearly all of the errors (cases in which the software failed and returned with an error) observed

in RM, all but three occur on realizations of the data-generating-process that yielded uninteresting

cases, where either of the observed sufficient statistics was on the boundary of their support, e.g.

fully connected graphs or graphs with no triads.

With respect to those cases in which the algorithm failed to converge (which includes both

software errors and the program reporting lack of convergence), Figure 5.5 shows the distribution

of the sufficient statistic split based on whether the algorithm converged or failed to do so.

As shown in the figure, when the algorithms did not converge it was typically due to sufficient

statistics falling on the boundary of its support (convex-hull problem). This was especially true for

75



# of errors

Sample size MLE MC-MLE RM

5 0 44 1,274
10 0 21 1,058
30 0 10 760
50 0 3 668
100 0 6 583
150 0 3 507
200 0 4 508
300 0 6 460

Total 0 97 5,818

Table 5.3: Number of times the program failed to fit a model and returned with an error. This
shows the overall error rate over the full set of 20,000 simulated samples. All but 3 errors of the
RM implementation happened on cases where the sufficient statistics were on the boundary.

the case of the MLE implementation of ergmito, as all but one of the convergence failures were on

the boundary. While MLEs can be obtained in some of those cases (see appendix C.2 and [50]),

in general, estimating such models has no practical utility. We therefore focused our analysis on

samples of networks for which the aforementioned model is appropriate: all subsequent analyses

include only those data sets where the observed sufficient statistics, edgecounts and number of

transitive triads, were not on the boundary of its support for at least one network in the sample. In

other words, we included the sample if it: (a) had at least one graph that was not fully connected,

and (b) had at least one transitive triad in at least one network. Of the 20,000 simulated data

sets, 14,185 met the criteria.

Overall, practitioners should bear in mind that the cause of errors that arise during the

estimation process can be based on the method or software, and when this is captured by the

program it can be informative to both users and developers.

Empirical Bias and Power

As shown in Figure 5.6, all three estimation methods behaved similarly in terms of empirical

bias in the models studied here. As the size of the sample of networks in the dataset increased
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Figure 5.5: Distribution of the average sufficient statistics per sample. Since samples can contain
networks of sizes four and five, we have re-scaled the sufficient statistics counts by each network
size’s corresponding maximum value so these range from zero to one. Most of the cases in
which methods failed to converge happened in scenarios where either all the graphs in the sample
were fully connected or there was no transitive triad; exactly the cases that we excluded for the
reminder of the analysis.
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(i.e., when there were more networks within the sample), the empirical bias of all three, MLE,

MC-MLE and RM, decreased, as expected.

Figure 5.6: Empirical distribution of the bias per model parameter, for MC-MLE and MLE
estimation methods. In general we see that the parameter estimates’ bias is centered around zero
and both MC-MLE (ERGM) and MLE (ERGMito) have about the same bias in our simulation
study.
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Looking closer at the biases, we noticed that, while all methods show some kind of bias, MLE

has (on average) the smallest. As showed in Table 5.4, at the 95% confidence level, all three

methods tend to overestimate the edges parameter. On the other hand, with the exception of

the RM method, both MLE and MC-MLE tend to underestimate the transitive triads parameter;

yet, the RM method has the widest confidence interval for that parameter.

Empirical power levels, calculated as the proportion of times that the method reported a

significant effect at the 5% level in the same direction as the data-generating-process parameter,

is depicted in Figure 5.7. For each method, a single bar in the figure shows the empirical power
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MLE MC-MLE RM

edges [0.27, 0.36] [1.23, 1.65] [0.55, 1.54]
ttriads [-0.05, -0.03] [-0.22, -0.16] [-0.15, 0.48]

Table 5.4: Empirical bias. Each cell shows the 95% confidence interval of each methods’ empirical
bias.

level for the corresponding combination of sample size (x-axis), parameter (columns), and effect

size (rows). There are three main findings to highlight: first, as expected, power increases as

both sample size and effect size increase; second, both MLE and MC-MLE behave very similarly

with no statistically significant differences across sample and effect size; and third, compared to

MLE, RM had a statistically significant smaller power level at various sample and effect sizes

combinations, with the largest differences observed on transitive triads Although there may be

some inherent properties of each method that may benefit MLEs, this again may be due to less

emphasis on the implementation of RM in the ergm package. Finally, as an anecdotal observation,

it is interesting to see that, in the case of effect sizes of magnitude [0.5, 1.0), the discovery rate

for the ttriads parameter reaches nearly 0.75 for sample sizes between 30 to 50 networks, which

is a rather common sample size in the study of small networks such as teams, families, and

sometimes ego-networks.

Figure 5.8 shows the effect of the composition of the sample in each dataset, in terms of

the proportion of networks of size five (vs. size four), and the number of networks per dataset.

In this case, we observe no meaningful patterns that would indicate the dataset composition is

related to power.

One remarkable difference between the three estimation methods featured by the simulations

is the overall computing time needed to fit the models. While the computation of exact likelihoods

and gradients is still very computationally intensive, the total time needed to obtain MLEs is still

significantly less than what is needed to by the other two methods. As shown in Figure 5.9, MLE

can be orders of magnitude faster than MC-MLE and RM. Therefore, while all three estimators

show very similar properties in terms of power and bias, practitioners will benefit by using MLE
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Figure 5.7: Empirical power by dataset size and effect size (the later considering only magnitude),
for ERGM and ERGMito estimation methods. Power increases for both MC-MLE (ERGM) and
MLE (ERGMito) with increases in the size of the dataset and effect size. There are indistinguish-
able differences in power between the two estimation methods.
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Figure 5.8: Empirical power by proportion of networks of size five in the sample (color coded)
and sample size (rows).
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when modeling small networks because it may substantially reduce computation time.

Nevertheless, while MLE is generally faster than the other two methods, there are some

scenarios in which the speed gains may not be as dramatic as those shown here. The biggest

computational bottleneck that the MLE estimation faces is the calculation of the full support

of the sufficient statistics. In the case of structure-only statistics, ergmito, and actually ergm,

computes the full distribution very quickly, but, as the model starts to become more complex,

such calculation becomes more and more expensive. Yet, once the full enumeration of the support

of sufficient statistics is done, finding MLEs becomes trivial, making the implementation of other

statistical tools such as bootstrap or forward/backward model selection feasible to implement.

Bootstrapping of ERGMs is illustrated in section 5.6.
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Figure 5.9: Distribution of elapsed time (in seconds) for the estimation process for MC-MLE
(ERGM) versus MLE (using ERGMito). Overall, the MLE implementation is orders of magnitude
faster compared to the time required by the MC-MLE implementation to do the parameter
estimation.
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5.5.2 Type I Error Rates

Using the same procedure described in subsection 5.5.1, we simulated 35,000 datasets comprised

of Bernoulli networks (i.e., an ERGM model only defined by the edgecounts sufficient statistic).

In this case, we drew different sets of sample sizes: for each of {5, 10, 15, 20, 30, 50, 100} we gen-

erated 5,000 datasets using the Bernoulli model with edgecount parameter uniformly distributed

in the range [−2,−.1]∪ [.1, 2]. We then estimated the models using MLE, MC-MLE, and RM and

calculated the type I error rates using a misspecified model; that is, fitting ERGMs that included

a transitive triads count statistic. As with the previous simulations, we only analyze datasets that

either had at least one not fully connected graph and had at least one transitivite triad in at least

one network. Fortunately, as Table 5.5 shows, most of the cases did.

Table 5.5 shows the type I error rates per sample size for each of the three methods. In

general, MLE report lower error rates compared to MC-MLE and RM, when models were fit to

datasets with sample sizes of 20 or fewer networks, the MLE had a better performance than

MC-MLE as it reported smaller type I error rates that were much closer to the nominal 5% level.

Datasets with 30 or more networks had no significantly different type I error rates between the two

methods. Compared to RM, the simulation study shows MLE has a better performance when

estimating pooled-data models with 10 or less networks. No significant difference is observed

when dealing with samples of 15 or more networks.

P(Type I error) χ2 (vs MLE)

Sample
size

N. Sims. MLE MC-MLE RM MC-MLE RM

5 4,325 0.066 0.086 0.086 11.36 *** 11.36 ***
10 4,677 0.063 0.078 0.073 8.44 *** 3.73 *
15 4,818 0.060 0.072 0.063 5.50 ** 0.41
20 4,889 0.054 0.065 0.061 5.30 ** 2.05
30 4,946 0.053 0.059 0.055 1.60 0.07
50 4,987 0.053 0.055 0.047 0.16 1.67
100 4,999 0.054 0.054 0.050 0.00 0.81

Table 5.5: Empirical Type I error rates. The χ2 statistic is from a 2-sample test for equality of
proportions, and the significance levels are given by *** p < 0.01, ** p < 0.05, and * p < 0.10.
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5.6 Extended Application: The Role of Gender-homophily

on the Formation of Small Teams

In this final section, we apply the ERGMitos framework to a set of observed social networks in an

experimental setting. The data was generated as part of a study that examined the emergence

of social networks in small teams.

The analytic sample consists of 31 small mixed-gender teams that include either four (17

teams) or five members (14 teams). Individuals recruited for the study were University students,

participating for research credit or compensation, who were assigned to the teams with two

conditioning factors: (1) they did not know the other teammates, and (2) there must be at

least one team member who identified as male, and one who identified as female. On average,

55% of each team’s members were female, with no statistically significant difference between the

teams (test of equal proportions) nor within the teams when compared to a null of 0.5 (exact

binomial test). Each team met face-to-face in a laboratory setting to complete about one hour

of group tasks. Immediately after the completion of the group tasks, the team networks were

measured using name generators administered in an online survey (that was completed in the lab).

Advice seeking was one relationship measured, via the question “Who did you go to for advice,

information, or help to complete the group tasks? ”, and participants could select as many or as

few teammates as they liked. These data were used to generate directed graphs that represent

the advice-seeking network in each team, where yij = 1 if i identified j as someone they sought

advice from.

One research question of interest in the field of team science is what is the role of gender and

gender-based homophily (i.e., the preference for individuals to form social ties with teammates

who match them on gender) in the formation of team networks. Using the ergmito R package

to model the team advice networks and test hypotheses about gender and network dynamics, we

illustrate how exact calculation of ERGM likelihoods can be leverage to go beyond traditional

ERGM analysis. Overall, the analysis consists of two parts: (1) building a baseline model that only
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includes structural features of the graph, and (2) using that model to test if gender-homophily is a

prevalent feature of the data, while also controlling for other gender-based terms in a multivariate

fashion.

In the structural-terms-only model, we fitted five different models based on the following

terms:

• Edge count (edges): This accounts for the overall density of the graph and is usually

compared to that of a constant term in regression analyses. This is calculated as
∑

ij yij.

• Number of transitive triads (ttriads): This statistic, also known as balanced triangles

or transitive triples, captures the phenomenon of social clustering and balance; where “the

friend of my friend is my friend ”. In this context it indicates that “the advisor of my advisor

is my advisor ”. This term is calculated as follows:
∑

i

∑
j<k yijyjkyik.

To illustrate the flexibility of estimating ERGMs with the ergmito R package, we generated

three additional terms to be included in the models using the edges and ttriads terms. First, we

included two interaction effects, one per term, with an indicator variable which equals to one if

the corresponding network was of size five, and zero if it was size four. We also added an offset

term as that proposed by [68] which has the nice property of being size-invariant; i.e., it preserves

the mean degree as the network size increases. All of these additional terms allowed us to control

for differences as a function of the network size. A valuable benefit of these additional statistics

is that users can add interaction effects or variable transformations to the models; a feature that,

currently, is not easily achieved in other available frameworks (see for example [52, 59]). Just like

we showed earlier in Table 5.1, Table 5.6 shows an example of the target statistics used in the

models for 6 of the 31 networks (i.e., the array of observed sufficient statistics). With these five

statistics we estimated five different models, including a bootstrapped version of the one with

the best overall fit. Table 5.7 shows the results.

The results, Table 5.7, indicate that transitive triads (ttriads) were more prevalent than ex-

pected by chance; which is common in positive affiliation and collaboration networks. Parameter
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(1) (2) (3) (4) (5) (6)

Size (n) edges ttriads edges ×
1 (n = 5)

ttriads ×
1 (n = 5)

edges ×
log {1/n}

4 10 14 0 0 -13.86
4 6 2 0 0 -8.32
4 4 0 0 0 -5.55
5 6 1 6 1 -9.66
5 8 8 8 8 -12.88
5 6 2 6 2 -9.66

. . . 25 more rows. . .

Table 5.6: Example of observed sufficient statistics for the team advice networks. Pooled-data
ERGMs have multiple observed sufficient statistics (also known as target statistics). Furthermore,
as shown here, we can manipulate common statistics as edges (2) and ttriads (3) to include, e.g.
interaction effects (4) and (5), or more complex transformations, e.g. (6).

(1) (2) (3) (4) (5) (3b)

edges −0.72∗∗∗ 0.73∗∗∗ −0.53∗∗∗ −0.85∗∗∗ −0.56∗ −0.53∗∗∗

(0.13) (0.13) (0.15) (0.14) (0.23) (0.12)
ttriad 0.29∗∗∗ 0.33∗∗∗ 0.36∗∗∗ 0.50∗∗∗ 0.38∗∗∗ 0.36∗∗∗

(0.05) (0.05) (0.06) (0.07) (0.11) (0.05)
edges × 1 (n = 5) −0.53∗∗∗ −0.49 −0.53∗∗∗

(0.12) (0.28) (0.12)
ttriad × 1 (n = 5) −0.22∗∗∗ −0.02

(0.05) (0.12)
offset

edges × log {(} 1/n) Yes

AIC 651.38 641.02 637.28 640.40 639.26 637.28
BIC 659.74 649.39 649.83 652.95 655.99 649.83
Log Likelihood -323.69 -318.51 -315.64 -317.20 -315.63 -315.64
Num. networks 31 31 31 31 31 31
Time (seconds) 0.55 0.99 0.74 0.76 0.74 10.12
N replicates 1000
N Used replicates 1000
∗∗∗p < 0.001, ∗∗p < 0.01, ∗p < 0.05

Table 5.7: Structural models. Model (2) includes Krivitsky et al (2011) offset term. Besides of
the common GOF statistics, the table includes the number of networks used, elapsed time to fit
the model, and, in the case of Model (3b) which is a bootstrapped version of model (3), number
of replicates fitted and included in the bootstrap variance estimate.
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estimates for the ttriads term were also robust with significant and positive effects across the

different model specifications. Second, we found that controlling for size of the network mat-

tered. The results of models (3) and (4) show that allowing networks of size 5 to have different

parameters associated with number of edges or transitive triads (with networks of size 4 as a

reference), significantly improved model fit relative to model (1). Yet, as shown in model (5),

these interaction effects were not jointly significant. Regarding model (2), which includes the

offset edges × log {1/n}, we see that the edges parameter flips from negative 0.72, to positive

0.73, which should be interpreted in the context of this offset change. For example, in the case

of the Bernoulli model, the probability of an individual tie for a network of size 4 would be

logit−1(−log {4}+0.73) ≈ logit−1(−0.66) ≈ 0.34, i.e. less than 0.5 which is the expected value

under the null.

Of the five models, model (3) had the best overall fit, the lowest AIC and BIC, and so it was

retained as the structural baseline model for the subsequent analyses. To finalize this first stage

of analysis, we calculated the standard errors of model (3) using bootstrap [see 124]; with the

results reported in column (3b). This final model had no meaningful changes in standard errors

compared to (3); although they were slightly smaller compared to MLEs in (3). Additionally, the

elapsed time for this bootstrapping process was negligible: remarkably, we fit 1,000 ERGMs in

about 10 seconds, which further highlights how speed and model specification-flexibility are key

features of fitting ERGMs using Maximum Likelihood.

The second phase of model specification, which uses model (3) as baseline, focused on

evaluating the role of gender and gender-homophily in the advice networks, using the following

terms:

• Gender homophily: This term equals to the number of ties in which ego and alter are

matched on gender. This was calculated as:
∑

ij yij1 (Xi = Xj), where Xi is one if i is a

female, and zero otherwise.

• Female-sender effect: This term, also known as attribute-activity effect, captures the

propensity of females to send ties. Is is calculated as:
∑

ij yijXi.
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• Female-receiver effect: This term captures the propensity of females to receive ties. It

is calculated as:
∑

ij yijXj.

Ttaking advantage of the flexibility that the ergmito package, and ultimately, using exact like-

lihoods provides, we also explored modifying the model by means of transformations and offset

terms. First, with the purpose of improving the predictive capability of our model, we included the

square root of the count of gender-homophilic ties. Other transformations such as interactions

with other terms, or centering around a given constant (for example, some population average)

could also be implemented. Second, while not the case in our data, we illustrate a hypothetical

scenario where the teams had to have at least 5 ties, and we constrained the support of the

sufficient statistics to only include networks with five or more ties. We did this by using an offset

parameter that equaled −∞ if the network had four or less ties, and zero otherwise. Figure 5.10

illustrates the differences between the Cumulative Distribution Function (CDF) associated with

edges statistic (the probability of observing up to given number of ties, x-axis) calculated from a

model with (red line) and without (blue line) the constrained space.

Using offset terms to constraint the support of the model is not a new thing. The ergm

package features this capability as well, in addition to specialized algorithms to constrain samplings

space. Users can also set offsets to −∞ to forbid some configurations, yet, in the case of ergmito

combining offset terms with the capability of mixing-transforming variables in the model provides

the user with greater flexibility. As we did before, an example of six of the 31 networks is shown

in Table 5.8.

Like in the first round of ERGMs, the standard errors of the final best model were re-calculated

using bootstrap. Table 5.9 shows the results.

As illustrated in Table 5.9, in our first three specifications we found no evidence that gender-

homophily was a prevalent feature of the advice networks, as the baseline (1), its constrained

version (2), and the baseline including a transformed version of gender-homophily (3) failed

to reject the null θHomophily = 0. Of the other gender-based effects, only the female-sender

effect, model (4), was significant. With a coefficient equal to 0.46, the model indicates that,
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Figure 5.10: Marginalized Cumulative Distribution Function (CDF) for the edges sufficient statis-
tic for a network of size 4 (up to 12 ties). The blue line shows the CDF for the edges term according
to model (1) in Table 5.9, which was fitted without constraining the support of the sufficient
statistics, while the red line shows the CDF of model (2), also in Table 5.9, which constrained the
support to networks with at least 5 ties. Once again, since we can fully enumerate the support,
both CDFs are exact, and thus, not simulated.

(1) (2) (3) (4) (5)

n
Homophily
(gender)

Receiver (female) Sender (female) Homophily1/2

4 3 5 6 1.73
4 1 4 3 1.00
4 3 4 3 1.73
5 2 2 4 1.41
5 4 7 5 2.00
5 3 4 3 1.73

. . . 25 more rows. . .

Table 5.8: Example of observed sufficient statistics for the team advice networks (bis). For the
second set of ERGMs, we included gender-based effects: homophily (2), receiver (3), and sender
(4). Variable (5) is the square root of variable (2).
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(1) (2) (3) (4) (5) (4b)

edges −0.52∗∗ −0.91∗∗∗ −0.54∗∗ −0.72∗∗∗ −0.48∗ −0.72∗∗∗

(0.17) (0.23) (0.18) (0.19) (0.19) (0.17)
ttriads 0.36∗∗∗ 0.46∗∗∗ 0.37∗∗∗ 0.36∗∗∗ 0.36∗∗∗ 0.36∗∗∗

(0.06) (0.06) (0.06) (0.06) (0.06) (0.05)
Homophily (gender) −0.03 −0.01 −0.20 −0.12 −0.01 −0.12

(0.20) (0.21) (0.46) (0.20) (0.20) (0.20)
edges × 1 (n = 5) −0.53∗∗∗ −0.47∗∗ −0.52∗∗∗ −0.53∗∗∗ −0.53∗∗∗ −0.53∗∗∗

(0.12) (0.16) (0.13) (0.13) (0.12) (0.13)
(Homophily)1/2 0.54

(1.32)
Sender (female) 0.46∗ 0.46∗

(0.18) (0.18)
Receiver (female) −0.08

(0.18)
Constraint (offset)

edge > 4 Yes

AIC 639.26 569.93 641.08 634.68 641.07 634.68
BIC 655.99 586.66 661.99 655.59 661.98 655.59
Log Likelihood -315.63 -280.96 -315.54 -312.34 -315.53 -312.34
Num. networks 31 28 31 31 31 31
Time (seconds) 2.26 2.32 2.28 5.10 5.19 83.97
N replicates 1000
N Used replicates 1000
∗∗∗p < 0.001, ∗∗p < 0.01, ∗p < 0.05

Table 5.9: Testing for gender homopholy. Models (1) through (3) include either an interaction
term or a transformation of the term Homphily (gender). Models (4) and (5) include female
sender and receiver effects, while model (4b) is a bootstrapped version of model (4). Model (2)
constraints the sample space by setting an offset restricting the support to networks with at least
5 edges. Furthermore, since three of the 31 teams had less than five ties, these were excluded
from the analysis, hence (2) includes 28 of the 31 available networks.
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compared to males, females tended to nominate more of their team members as people they

sought advice from. Furthermore, we found that the term Sender (female) was a confounder of

gender-homophily, with the latter changing from -0.03 in model (1), to -0.12 when the female-

sender effect is included. Overall, these final models indicate that the team networks are best

explained by preferences for balanced advice-seeking triads, and a tendency for females to seek

advice from more of their teammates, compared to males.

With Model (4), Table 5.9, having the best fit overall (smallest AIC and BIC), we re-calculated

its standard errors using bootstrapp, model (4b) with the elapsed time, again, remarkably short

(∼84 seconds to fit a thousand models). While model (4) took roughly five seconds to be fitted,

most of the computation time lies on calculating the support of the space of sufficient statistics.

Once the the support of the sufficient statistics has been calculated, the optimization takes only a

fraction of the time, which is why the bootstrap version of model (4) took about 0.09 seconds per

repetition, and not 5.27 as the user may have expected. Details on the computational resources

used for this section and the simulation studies are shown in C.3.

As part of the ad hoc diagnostics, Figure 5.11 shows the distribution of the sufficient statistic

under the fitted model, 95% exact confidence intervals (CI), versus the observed set of sufficient

statistics. With the exception of two networks–one that is a full graph and another that only has

one tie–the CIs generated by model (4) are able to cover all other network and term combinations.

We further discuss our results in the following section.

5.7 Discussion

In this paper we revisit and extend Exponential Family Random Graph Models (ERGM) for the

case of small networks. Given the interest in testing hypotheses about small networks in the

literature, but limited application of statistical models to small network data [39, 55, 93, 104,

121, and others], we shed new light to ERGMs for small networks, which we call ERGMitos.

An appealing feature of ERGMitos is that it allows direct use of the the full likelihood, with all
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Figure 5.11: Distribution of the sufficient statistics under the ERGM specified by the parameters
from model (4) in Table 5.9. Each bar represents the exact 95% confidence interval for the
corresponding network+term combination, while the black dots show the location of the corre-
sponding observed statistic. Red diamonds mark the observed statistics that fall out of the 95%
confidence interval. Of the 31 networks in the sample, it is only in two networks that the CIs
don’t cover the observed statistic, one that is fully connected and another that only has one tie.
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that that entails, rather than costly approximations via MCMC methods. Overall, this approach

provides a couple of important benefits for small network data: (1) it increases the chances of

obtaining estimates in the case that the observed sufficient statistics are near the boundary of its

support (the convex-hull problem); as suggested by our simulation studies, (2) it has the potential

to improve power and reduce type I error rates, compared to MC-MLE and the Robbins-Monro

stochastic approximation; and (3) ERGMitos can be significantly faster to estimate (orders of

magnitude faster), which in turn makes methods like bootstrap or other computationally intensive

algorithms immediately available to be used with ERGMs, which to date has been unthinkable.

Another major benefit of using the full likelihood directly, when feasible, is that it gives

researchers tremendous flexibility in terms of constructing and estimating new models. In terms

of estimation, for example, the ability to easily calculate the likelihood allows researchers to make

use of standard tools and techniques for ML estimation and MCMC estimation. This is important,

because current techniques for intractable models (e.g., auxiliary variable MCMC, MC-MLE, and

noise-contrastive estimation), while effective, are not necessarily straightforward to implement

for non-experts. This places a high barrier to entry for researchers who would like to develop

statistical models that go beyond the standard packages. As a simple example, take recent work

on multilevel network models [102]. In that work, constructing a multilevel Bayesian model of

a sample of networks, while conceptually straightforward, required the development of custom

code and algorithms to implement. By contrast, having the full likelihood available in R means

that the same models studied in that paper (assuming small-N networks) can be constructed and

estimated as easily as any other non-intractable model for which we can calculate the likelihood,

using the full range of traditional tools and algorithms for ML and Bayesian estimation. This

frees researchers from focusing only on models that are implementable in packages like statnet,

and allows greater freedom to think about ways that models for graphs can be modified and

incorporated into other statistical models. In addition, being able to estimate gradients opens

the possibility of estimating models using modern Bayesian algorithms like Hamiltonian Monte

Carlo (HMC) and stochastic gradient langevin dynamics (SGLD), which may offer advantages in
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terms of speed or scalability, respectively.

The development and evaluation of ERGMitos in this simulation study also brings up topics

for future work. One is the evaluation of model goodness-of-fit, and identifying statistics that are

most important to evaluate with small networks, and that are reasonable to expect in a model

that would suggest a “good fit”. Because ERGMitos enable a rather simple way of conducting

simulation studies (relative to traditional ERGMs), this will facilitate this work in future. Another

topic to explore in future work is the value of ERGMitos for estimating ERGMs for very large

networks, by drawing samples of local network structures from a large graph. There is ongoing

work extending ERGMs to very large networks [108, 109], and ERGMitos could be a valuable

approach for fitting these pooled models to a large sample (e.g., in the order of the thousands) of

small local network structures drawn from a large network. Although this is an exciting extension

to explore, this must proceed cautiously; while some matters as the “projectivity problem” [100]

are solvable [68, 69, 99], size-invariant ERGMs (models in which the parameter estimates are

scalable across graph sizes), is an area of research very much under development.

In sum, ERGMitos provide a promising extension to the ERGM framework for the analysis

of small social networks. In addition to all the theoretical benefits that using exact likelihoods

carry with it [50], features related to computational efficiency and flexibility open the door to

new and old statistical tools that have been unreachable in the ERGM framework. Ultimately,

as a fundamental building block of larger social systems, a richer understanding of the local

social processes that give rise to the formation of networks in small social groups is key for our

understanding of larger social structures that these constitute.
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Chapter 6

Next steps for the ERGMitos

6.1 Exponential Random Graph for Large Networks

The lack of ERGMs applied to large networks is not coincidental. As explained earlier, since

the normalizing constant grows at an exponential rate O(2n(n−1)), the number of terms goes

to infinity very quickly. Yet, there have been some efforts to solve this problems, some of

them approximations, as with the MC-MLE approach, and others simply using pseudo-likelihood

approaches.

Statistical Exponential Random Graph Models (SERGMs) This framework, first proposed by

[18], relies on the fact that for most models exhaustive enumeration is not needed. In principle,

we can reduce the number of terms in the normalizing constant by aggregating them according

to whether or not sets of graphs share the same sufficient statistic values. For example, if our

model only includes edgecounts and we are looking at graphs of size 5, the number of unique

configurations, which approximates a million, can be reduced to simply 5× (5− 1) = 20.

Although encouraging, one of the main assumptions required for SERGMs to work is that

we are actually able to sample directly from the space of sufficient statistics. While this may

be possible in some cases, like simple counts of edges, isolates, or triangles, more complicated

structures, such as attribute in-degree, may not be straightforward. Furthermore, hypotheses
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in which the sufficient statistics are a function of nodal attributes makes the trick of reducing

computation to the iso-statistics useless.

Parametric bootstrap Schmidt et al., [95] proposes a novel method that uses MPLE with

bootstrapping for fitting ERGMs for large networks. The method largely relies on the assumption

that MPLE provides unbiased estimates of the model parameters, an idea obtained from [26].

While Schmidt et al., shows that for some cases the power of a parametric boostrap version of

MPLE is comparable to fitting ERGMs using MC-MLE approaches, the authors do not analyze the

type I error rates of their proposed method, nor do they provide a sufficiently extensive simulation

study looking at structures other than edgecounts, homophily on a binary nodal attribute, and

geometrically weighted edge-wise shared partners (GWESP) [104].

Equilibrium Expectation Algorithm An alternative method for estimating ERGMs for large

networks using the Equilibrium Expectation algorithm (EE) was presented in [14, 107]. The

method has been viewed as a good alternative when estimating networks as big as 1 million

nodes. One important issue is that the parameter estimation process is still rather slow. For

example, the EE estimator took roughly 7 minutes to estimate a model with ∼5,000 nodes,

whereas a single ergmito run on a block-diagonal network with 80,000 vertices took 4 seconds

(see table S2 from [14])1.

Snowball sampling Finally, another interesting attempt to estimate ERGMs for large networks

can be found in [110]. They propose using a divide and conquer strategy. In particular, the authors

use what is called snowball sampling [21, 47] to sample from the network in question and do a joint

estimation of the subgraphs conditioning on the overlapping ties. The method itself also takes

into account the scaling problems present in ERGMs that were mentioned earlier in chapter 5.

Like the EE algorithm, their implementation is also undertaken using parallel computing with

MPI (and OpenMP if using a single machine). One important issue that the authors pointed out

is the fact that this new approach still has some issues when it comes to estimating parameters
1To be honest, I am not sure if the timing they show includes the computation of the variance-covariance

matrix. In our case, 4 seconds includes it. The current implementation of EE algorithm does work with MPI,
meaning that they are parallelizing some of the estimation process.
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such as alternating k-stars. Furthermore, in the paper it is also mentioned that more analysis

using terms other than homophily and closure—which they use for their simulation studies—is

needed. Their approach still relies on MCMC for the full estimation process.

Given this context, one possible next step for the ERGMito framework is to explore the pos-

sibility of estimating large networks using an approach similar to that of the parametric boostrap

and snowball sampling methods. As ERGMitos provides estimates with lower type I error rates and

a significantly faster estimation process compared to MCMC-based approaches, we can imagine

a hybrid method combining the precision and speed of ERGMito with some divide-and-conquer

strategy.

6.2 Goodness-of-fit

Another important path that we wish to follow is to build a framework for conducting goodness-

of-fit (GOF) assessment for ERGMito estimates. Currently, while there is a body of literature

that points to best practices and suggests ways in which ERGM model fitting can be assessed

[19, 61, 73, 86, 118], as noted in chapter 5, there is no clear view of what statistics should

be considered for GOF of little ERGMs. We do understand (at least intuitively) that statistics

like shortest-path-length may not make much sense in small networks (since there is not much

variability), but ultimately we have no quantitative/formal guideline for this.

Following the ideas presented in chapter 3, and leveraging the fact that full enumeration

allows us to directly compute ERGM probabilities, I started exploring the ways in which the

different statistics used in ERGMs are interrelated. In particular, we can use the fact that the

marginal distribution of sufficient statistic A conditional on sufficient statistic B is invariant to

the parameter value of B (a sort of memory-less property of discrete exponential distributions).
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6.2.1 Conditional Distribution: A First Step

Practitioners usually assess goodness-of-fit by evaluating whether the chosen ERGM specification

can predict other properties that were not directly included in the model. For example, one

usually tries to look at average path lengths or distribution of path lengths and test if the current

model was able to capture these higher order properties of the graph that were not included in

the model fitting process. Because ERGMitos deal with such a small networks, thinking about

these macro-level structures may not be appropriate. Yet, we can take a step back and, instead of

directly looking at the GOF conundrum, start by looking at how these sufficient statistics relate

to each other by means of conditional distributions.

First introduced in chapter 3, marginal conditional distributions in the context of discrete

exponential family models like ERGMs can prove very useful. Formally, reproducing (3.5) from

chapter 3, the marginal distribution of sufficient statistic s (g)k conditional on the sufficient

statistic s (g)l can be calculated as:

P (s (G)k = sk | s (G)l = sl, θ) =
exp
{
θt−ls (g)−l

}∑
g′:s(g′)l=s(g)l

exp
{
θt−ls (g

′)−l

} (3.5)

which has the nice property of being invariant (orthogonal) to θl. We can use this probability

function to measure how much information statistic l carries about k. With that, and as a proof of

concept, I have selected four statistics that are commonly used in the ERGM literature, including

the Edge count term, to analyze how these are interrelated by means of (3.5); these statistics

are: Number of Mutual Ties, Number of Transitive Triads, Number of Homophilic Ties, and

Attribute-Receiver effect, with the latter two using the binary attribute Gender, (which equals

to one if the corresponding node is female and zero otherwise). The statistics are shown in

Figure 6.1.

Overall, we expect to see that, compared to the Gender-Homophily and Gender-Receiver effect

statistics, Transitive Triads and Mutual Ties should have a higher interdependence between each

other as these statistics can be classified as what is known as Markov-graph structures [39]; which
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Representation Description

Mutual Ties (Reciprocity)∑
i ̸=j yijyji

Transitive Triad (Balance)∑
i ̸=j ̸=k yijyjkyik

Gender-Homophily∑
i ̸=j yij1 (xi = xj)

Gender-receiver effect∑
i ̸=j yijxj

Figure 6.1: A similar version of Figure 5.1. In this case, xi = 1 if the i-th node is female and
zero otherwise.

in simple terms can be described as sufficient statistics that count structures involving two or

more ties, e.g. mutual ties, triangles, stars, etc. Both Gender-Homophily and Gender-Receiver

effect are dyadic independent terms, as both are defined as simple conditional counts of ties,

Figure 6.1 illustrates this.

My proposal is to look at 95% confidence intervals of each statistic, calling this statistic

the focal statistic, while conditioning on a second statistic, calling this conditioning statistic, to

measure what we define as predictive power, i.e., the ability to accurately predict the observed

focal statistic given the conditioning statistic. For example, we could ask how many mutual ties

(the focal statistic) are we expected to see given that we observe 10 transitive triads (conditioning

statistic). In the extreme case in which both statistics are essentially co-linear, we should see a one-

to-one correspondence, with the upper and lower bounds of the confidence interval overlapping

each other. On the contrary, if the two statistics are not associated whatsoever, we should

see a wide confidence interval covering the entire support of the focal statistic. Nevertheless,

since most structures used as sufficient statistics in ERGMs are ultimately a function of the

number of edges, we should still see a mild association in most cases, but again, mostly driven

by the fact that counts inherently change with the density of the graph. Figures 6.3 through

6.6 depict the 95% Confidence Interval [CI] (shaded area), and fiftieth-percentile (red dashed-

lines), of these statistics when conditioning on each other (rows), while at the same time, either
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assuming that the focal statistic has no say in the data-generating-process [DGP], (so fixing

θfocal statistic = 0), column (a), or on the contrary, assuming that the term is part of the DGP,

(fixing θfocal statistic = 1), column (b). The baseline graph used to calculate these statistics

was a network of size 5 with the gender attribute equal to (0, 0, 0, 1, 1), i.e., three males and

two females. Figure Figure 6.2 illustrates three possible configurations of this and, in particular,

what would be the required arrangement (number and assignment of ties) needed to saturate the

analyzed sufficient statistics.

(a) Max number for
Mutuals/Triads

(b) Max number for
Homophily

(c) Max number for
Receiver Effect

Figure 6.2: Networks with saturated statistics. All three networks have five vertices composed of
two females (black vertices) and three males (gray vertices). Network (a) shows the required set
of ties to saturate the Mutuals and Transitive Triads sufficient statistics, which actually coincides
with a fully connected graph, containing (5×4)/2 = 10 mutual ties and 5×4×3 = 60 transitive
triads. Graph (b) shows the required configuration to saturate the Gender-Homophily sufficient
statistic, containing 3×2+2×1 = 8 homophilic ties. Graph (c) shows the minimum arrangement
to saturate the Gender-Receiver Effect statistic, also having 4+4 = 8 ties (so each female receives
4 ties).

In the case in which the focal statistic is the Number of Mutual Ties, see Figure 6.3, we see the

following: The number of transitive triads (second row) has similar predictive power to the number

of edges (first row), yet, because each transitive triad adds three new ties (an odd number), the

conditional expected number of mutual ties, which consists of an even number of ties, and in

particular the correpsonding 95% CI, is not as smooth as that observed when conditioning on

the value of the edge count statistic. On the other hand, neither Gender-Homophily nor Gender-
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Receiver Effect have a significant effect on the number of mutual ties, other that what we may

expect because of the indirect dependency through the overall number of ties in the graph. In

general, changing θMutual from zero to one, i.e., column (a) vs column (b), seems not to make

a significant difference on the analysis.

When the focal statistic is the Number of Gender-Homophilic Ties, Figure 6.4 shows the

following: First, no conditioning statistic has high predictive power for homophily. At best, when

using transitive triads as the conditioning statistic (third row) the CI of the expected number

of Gender-Homophilic ties seems slightly narrower compared to the other three. Conversely, the

Gender-Receiver Effect statistic (last row) seems not to have any meaningful association with the

homophily term, and what’s more has a very flat slope compared to the other three conditioning

statistics.

As seen in Figure 6.5, the CI for the expected number of transitive triads is in general very nar-

row. Since this statistic reflects relatively high order structures (because more ties are involved),

its range of possible values given the number of edge counts or mutual ties is comparatively smaller

than what we observed in the case of mutual ties, Figure 6.3. Again, neither Gender-Homophily

nor Gender-Receiver Effect seem to be very related to the transitivity, which appears to be a

common theme across these results. Yet, as θtransitivity : 0 → 1, column (b), all four conditioning

statistics become very good at predicting the number of transitive triads in the graph.

Finally, the CI for the Gender-Receiver Effect statistic, Figure 6.6, is relatively large in all

cases, with no evident great association to any of the other statistics; which is similar to what

was observed in the case of Gender-Homophily. Changing θReceiver Effect from zero to one does

not result in any dramatic change to the CIs, other than a tendency to increase its value slightly.

In general there were few strong associations between the analyzed sufficient statistics.

Nonetheless, when it comes to predicting the number of transitive triads, all of the analyzed statis-

tics seem to have a some ability to accurately predict it, specially when θTransitive Triads ̸= 0;

a rather paradoxical result. With respect to the relatively poor predictive power of the Gender-

Homophily and Gender-Receiver Effect sufficient statistics, besides the fact that these are non-
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Figure 6.3: Conditional distribution of the number of mutual ties sufficient statistic. Column (a)
shows the distribution under the Bernoulli model, this is, the parameter of mutual ties is set to
zero, whereas column (b) shows the distribution of the statistic assuming its parameter equals
one.
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Figure 6.4: Conditional distribution of the number of gender homophilic ties sufficient statistic.
Column (a) shows the distribution under the Bernoulli model, this is, the parameter of homophily
is set to zero, whereas column (b) shows the distribution of the statistic assuming its parameter
equals one.
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Figure 6.5: Conditional distribution of the number of transitive triads sufficient statistic. Column
(a) shows the distribution under the Bernoulli model, this is, the parameter of transitivity is set
to zero, whereas column (b) shows the distribution of the statistic assuming its parameter equals
one.
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Figure 6.6: Conditional distribution of the value of the gender-receiver effect sufficient statistic.
Column (a) shows the distribution under the Bernoulli model, this is, the parameter of receiver-
effect is set to zero, whereas column (b) shows the distribution of the statistic assuming its
parameter equals one.
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Markovian, part of this could be due to the fact that they reach saturation level very quickly (see

Figure 6.2), as in our case they only needed eight out of the 20 possible ties to find a configuration

that had the maximum number of either of the statistics. This sort of censored data implies that

if we observe a homophily/attribute-receiver count equal to 6, 7, or 8, there could be any number

of ties between 6 to 18, 7 to 19, or 8 to 20 respectively, i.e. a information gap of 12 ties.

There are still many things that we could do to understand, and furthermore, try to identify a

proper way of assessing goodness-of-fit for little ERGMs. Furthermore, while what motivated this

exercise was reflecting on goodness-of-fit in small networks, looking at the conditional distributions

has the potential to serve other purposes. For example: (a) looking for sets of statistics that

are independent to each other, i.e. reduce co-linearity, (b) assessing how correlated are sets of

statistics and using this information to reduce model complexity, i.e., building a parsimonious

model, or (c) to evaluate how stringent would be a permutation test in which we generate a

null distribution by conditioning on a given statistic. Ultimately, more simulation studies and

mathematical analyses need to be carried out to shed lights on the right strategies for assessing

goodness-of-fit in the context of small network modelling.
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Chapter 7

Contributed Software

During the development of this work, I have dedicated a significant amount of time to imple-

menting the methods discussed here and building scientific software that allows myself and other

researchers to make use of these methods. This chapter lists some of what I consider are the

most important pieces of software produced as a result of the methods described throughout this

document.

7.1 ergmito: Estimation of Little ERGMs Using Exact

Likelihood

Part of the following section has been extracted directly from the package’s website

https://github.com/muriteams/ergmito

This R package, which has been developed on top of the amazing work that the Statnet team

[51] has done, implements estimation and simulation methods for Exponential Random Graph

Models of small networks, in particular, up to 5 nodes in directed networks and 7 in un-directed

graphs. In the case of small networks, the calculation of the likelihood of ERGMs becomes com-

putationally feasible, which allows us to avoid approximations and do exact calculation, ultimately

obtaining MLEs directly.
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• Simulation of streams of small networks using exact statistics.

• Vectorized algorithms for calculating sufficient statistics on vectors of networks.

• Estimation of ergmito models using MLE.

• Performing Goodness-of-fit post estimation analyses.

Currently the ergmito package can be downloaded directly from the project’s website or from

the Comprehensive R Archive Network (CRAN), https://cran.r-project.org/package=

ergmito.
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7.2 pruner: Implementing the Felsenstein’s Tree Prun-

ing algorithm

The following section has been extracted directly from the package’s website https:

//github.com/USCbiostats/pruner

This C++ template library provides classes to implement Felsenstein tree-pruning algorithm

for efficiently computing likelihood functions on phylogenies.

The library reads in a tree object in the form of std::vector< unsigned int > specifying the

source and target of each dyad (edge) and allows the user to store arbitrary arguments using

memory pointers, and std::function to be called with those arbitrary arguments and tree structure

data.

Trees are stored as two lists: each nodes’ offspring, and each nodes’ parents, which can be

accessed at any point using TreeIterator class that implements tree traversals (pre and post order

for pruning).
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7.3 aphylo: Statistical Inference of Annotated Phyloge-

netic Trees

The following section has been extracted directly from the package’s website https:

//github.com/USCbiostats/aphylo

The aphylo R package implements estimation and data imputation methods for Functional

Annotations in Phylogenetic Trees. The core function consists of the computation of the log-

likelihood of observing a given phylogenetic tree with functional annotation on its leaves, and

probabilities associated to gain and loss of functionalities, including probabilities of experimental

misclassification. Furthermore, the log-likelihood is computed using peeling algorithms, which re-

quired developing and implementing efficient algorithms for re-coding and preparing phylogenetic

tree data so that can be used with the package. Finally, aphylo works smoothly with popular

tools for analysis of phylogenetic data such as ape R package, “Analyses of Phylogenetics and

Evolution”.

The package is under MIT License, and is been developed by the Computing and Software

Cores of the Biostatistics Division’s NIH Project Grant (P01) at the Department of Preventive

Medicine at the University of Southern California.
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7.4 fmcmc: A Friendly MCMC Framework

The following section has been extracted directly from the paper titled fmcmc: A

friendly MCMC framework, which was published with Paul Marjoram in the Journal

of Open Source Software.

Markov Chain Monte Carlo (MCMC) is used in a variety of statistical and computational

venues such as: statistical inference, Markov quadrature (also known as Monte Carlo integration),

stochastic optimization, among others. The fmcmc R [90] package provides a flexible framework

for implementing MCMC methods that use the Metropolis-Hastings algorithm [53, 77]. fmcmc

provides the following out-of-the-box features that can be valuable for both practitioners of MCMC

and educators:

• Seamless efficient multiple-chain sampling using parallel computing,

• User-defined transition kernels, and

• Automatic stop using convergence monitoring.

In the case of transition kernels, users can use any one of the transition kernels shipped with

the package (e.g. the Gaussian kernel and its bounded version, the Gaussian kernel with reflective

boundaries), this allows a degree of flexibility that is not possible with existing MCMC packages.

The main function automatically checks convergence during execution, and stop the MCMC

run once convergence has been reached, rather than having to pre-determine a fixed number of

iterations. Users can either use one of the convergence monitoring checking functions that are

part of the package, for example: The Gelman and Rubin’s [42], Geweke’s [43], etc., or build

their own to be used within the framework.

While there are several other R packages that either implement MCMC algorithms or provide

wrappers for implementations in other languages (see for example: [15, 44, 76, 83, 94, 106,

111]), to our knowledge, the ‘fmcmc‘ package is the first one to provide a framework as flexible

as the one described here and to be implemented fully within R.
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7.5 slurmR: A Lightweight Wrapper for HPC With Slurm

The following section has been extracted directly from the paper titled slurmR: A

lightweight wrapper for HPC with Slurm, which was published with Paul Marjoram

in the Journal of Open Source Software.

Nowadays, high-performance-computing (HPC) clusters are commonly available tools for ei-

ther in or out of cloud settings. Slurm Workload Manager [126, see] is a program written in C

that is used to efficiently manage resources in HPC clusters.

While the R programming language [90] has not been developed for HPC settings, there are

currently several ways in which R can be enhanced by means of HPC. The ‘slurmR‘ R package is

one of those ways.

The ‘slurmR‘ R package provides tools for using R in HPC settings that work with Slurm. It

provides wrappers and auxiliary functions that allow the user to seamlessly integrate their analysis

pipeline with HPC, putting emphasis on providing the user with a family of functions similar to

those that the ‘parallel‘ R package [90] provides.

While there are other tools for integrating R in a HPC envirnment that works with Slurm–see

for example rslurm [75], batchtools [71], drake [70], future.batchtools [6], clustermq

[96]–slurmR has some advantages regarding syntax, number of dependencies, and flexibility (in

terms of the integration with Slurm itself). In particular, you may want to use slurmR if you:

1. Need a dependency-free tool. Besides Slurm itself1, this R package only depends on other

R packages that are part of base R.,

2. Need an R package that is fully integrated with Slurm, e.g., submitting jobs with an arbitrary

set of Slurm parameters without the need of using templates, call Slurm commands from

within R like sacct, scancel, squeue, sbatch, etc. with their corresponding flags, and
1In fact, users can install this R package regardless of whether or not they have Slurm on their systems. The

debug mode of this software allows users to setup jobs (including R scripts and batch files) without having to
submit them to a Slurm job-scheduler.
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3. Want to use an R package that is ready-to-go. Once loaded, users can submit jobs by just

specifying how many cores, for example, they need.

Other features that are included with this R package, and that are available in some others,

are:

4. It uses a syntax similar to the apply family of functions in the parallel R package, including

Slurm_lapply, Slurm_sapply, Slurm_EvalQ, and Slurm_Map,

5. It can resubmit failed jobs: A very common issue with heterogenous computing clusters is

the fact that some jobs succeed while others fail. Partial-job-resubmission is out-of-the-box

as users can specify which jobs (as in Job Arrays) should be re-run.

Both of the latter two features also available in batchtools. A comparison table of R packages

that work with Slurm is available at https://github.com/USCbiostats/slurmR.

In summary, ‘slurmR‘ provides a dependency-free and purpose-built alternative for R users

working in a HPC environment with Slurm.
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7.6 barray: Tools for Discrete Exponential-Family Mod-

els

This is another C++ header-template library that provides data structures and efficient algorithms

for enumerating the sample space of arbitrary binary arrays and, taking advantage of the concept

of change statistics, fully compute the support of discrete exponential family models.

barray only depends on the C++11 standard and, since is a header-only, can be included in

C++ programs and compiled on the fly. The current version includes the following features:

• A template class to represent arbitrary arrays as sparse matrices using two adjacency lists

which provides fast access to row and column iterators. Furthermore, each sub-list is stored

as a hash-map which has linear average complexity on the search, addition, and deletion

operations.

• It includes a template class for computing a graph powerset.

• It has a small collection of change statistics for social networks and phylogenetic models.

• Users can compute observed statistics and generate the full support of sufficient statistics

to build discrete exponential-family distribution models.

Although it was developed with the main goal of providing a computational efficient way

of building discrete exponential models for small arrays, it has shown, at least anecdotally, to

have potential for larger data objects as in some cases it can be orders of magnitude faster

that other software tools. The latest version of the package can be downloaded from https:

//github.com/USCbiostats/binaryarrays.
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Appendix A

Statistically Measuring Prediction

Accuracy

When it comes to prediction accuracy, there are several statistics that are widely-used. One of

the most popular ones is that calculated from the Receiver Operating Characteristic [ROC] curve,

the Area Under the Curve [AUC] (see [36] for a general overview). Yet, while widely popular,

using AUCs is not usually recommended for imbalanced samples [20], a very common feature in

biomedical sciences data, and what’s more, has been shown to be very sensitive to probabilistic

noise and the number of elements per class [38]. Among other alternatives that have a better

behavior in those two areas is the Mean Square Error [MSE] [38], which we will leverage here.

Instead of looking at the raw prediction, this is, the predicted probabilities of having the

function in question, we build a statistic that uses each predicted value x̂n as the parameter of a

Bernoulli distribution, thereby, rather than comparing zn with x̂n, we compare it with the random

variable bn ∼ Bernoulli(x̂n). In particular, we use a MSE-based statistic that measures accuracy

in a probabilistic way. The proposed statistic is defined as follows:

δ = 1− |Z|−1
∑

n:zn∈{0,1}

(zn − bn)
2

Since {zn, bn} ∈ {0, 1}, we can re-write the expression in the following way:
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δ = 1− |Z|−1

[ ∑
n:zn=0

bn +
∑

n:zn=1

(1− bn)

]

Which is straight forward to compute, have we observed bn. Instead, we can look at its expected

value:

E {δ| Z} = 1− |Z|−1

[ ∑
n:zn=0

x̂n +
∑

n:zn=1

(1− x̂n)

]
(A.1)

Following an explosion of creativity, we call it prediction score. Like most, this statistic is designed

such that perfect predictions result in a score of 1, completely wrong predictions result in a score

of 0, and a random coin toss results in a score of 0.5.

As δ is a random variable, we can build a relevant null distribution that can be used as

a reference for evaluating the quality of the model predictions, in other words, we are able

to compute whether the observed value of E {δ| Z} is significantly different from a relevant

null. Besides of the obvious case in which we set bn ∼ Bernoulli(1/2), the fair-coin-toss, one

could use a more stringent benchmark using different parameters for predicting zeros and ones.

For the more general case, let P (bn = 1 | zn = 0) = α0 and P (bn = 1 | zn = 1) = α1, then∑
n:zn=0 bn +

∑
n:zn=1(1− bn) is a convolution of two binomials with:

X̂0 =
∑

n:zn=0

bn ∼ Binomial(|n : zn = 0|, α0),

X̂1 =
∑

n:zn=1

(1− bn) ∼ Binomial(|n : zn = 1|, 1− α1) and

P
(
X̂0 + X̂1 = k

)
=

k∑
l=0

P
(
X̂1 = l

)
P
(
X̂0 = k − l

)

From our point of view, the best benchmark is setting the reference probabilities as a function of

the observed prevalence of ones in the data. Furthermore, just like we do when calculating the

posterior probabilities in subsection 2.2.3, we set α0 and α1 to be the prevalence of ones as if we

were calculating those in a leave-one-out scheme, this is:
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α0 =
|n : zn = 1|
|Z| − 1

, α1 =
|n : zn = 1| − 1

|Z| − 1
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Appendix B

Limiting Behavior of Little ERGMs

using the ergmito R package

Suppose that we have five networks of size 4 as the one included in the ergmito package [114],

fivenets, and we wanted to fit the following model fivenets ∼ edges + triadcensus(15),

with triadcensus(15) equal to a fully connected triad, also known as triad class 300 using

Davis and Leinhardt triadic classification system [25]. Since the fivenets dataset has no fully

connected triad, the MLE of that term diverges:

1 library(ergmito)

2 data(fivenets)

3 (ans <- ergmito(fivenets ~ edges + triadcensus (15)))

1 Warning: The observed statistics (target.statistics) are near or at

2 the boundary of its support , i.e. the Maximum Likelihood Estimates

3 may not exist or be hard to be estimated. In particular , the

4 statistic(s) "edges", "triadcensus .300".

5

6 ERGMito estimates

7 note: A subset of the parameters estimates was replaced with +/-Inf ,

8 and the Hessian matrix is not p.s.d.

9
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10 Coefficients:

11 edges triadcensus .300

12 -0.6851 -Inf

The log-likelihood of this model can be computed directly with ergmito using a large negative

instead of -Inf, or by using the equation that shows the limiting value of the log-likelihood:

1 # Approach using the limiting value

2 l <- with(ans$formulae , {

3 sapply (1: nnets(ans), function(i) {

4 # Preparing suff stats

5 S <- t(t(stats_statmat [[i]]) - target_stats[i, ])

6 W <- stats_weights [[i]]

7 theta <- coef(ans)["edges"]

8

9 # Index of members of S0

10 s0idx <- which(S[,2] == 0)

11

12 - log(sum(W[s0idx] * exp(S[s0idx ,1] * theta)))

13 })

14 })

15 sum(l)

1 [1] -38.16338

1 # Which should be equivalent to the approach with large negative number

2 ans$formulae$loglik(c(coef(ans)["edges"], -1e100))

1 [1] -38.16338

We can calculate the gradient of the triad 300 model alternatively using the above expression:

1 g <- with(ans$formulae , {

2 sapply (1: nnets(ans), function(i) {

3 # Preparing suff stats

4 S <- t(t(stats_statmat [[i]]) - target_stats[i, ])
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5 W <- stats_weights [[i]]

6 theta <- coef(ans)["edges"]

7

8 # Index of members of S0

9 s0idx <- which(S[,2] == 0)

10

11 - sum(W[s0idx] * S[s0idx ,1] * exp(S[s0idx ,1] * theta))/

12 sum(W[s0idx] * exp(S[s0idx ,1] * theta))

13 })

14 })

15 sum(g)

1 [1] 0.002926372

1 # Which is equivalent to

2 ans$formulae$grad(c(coef(ans)["edges"], -1e100))

1 [,1]

2 [1,] 0.002926372

3 [2,] 0.000000000

HESSIAN

again, using the example with the triad 300 term we can compute the hessian as follows:

1 h <- with(ans$formulae , {

2 sapply (1: nnets(ans), function(i) {

3 # Preparing suff stats

4 S <- t(t(stats_statmat [[i]]) - target_stats[i, ])

5 W <- stats_weights [[i]]

6 theta <- coef(ans)["edges"]

7

8 # Index of members of S0

9 s0idx <- which(S[,2] == 0)

10

11 # First part
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12 - sum(W[s0idx] * S[s0idx ,1]^2 * exp(S[s0idx ,1] * theta))/

13 sum(W[s0idx] * exp(S[s0idx ,1] * theta)) +

14 # Second bit

15 sum(W[s0idx] * S[s0idx ,1] * exp(S[s0idx ,1] * theta)) ^ 2/

16 sum(W[s0idx] * exp(S[s0idx ,1] * theta))^2

17 })

18 })

19 sum(h)

1 [1] -12.97199

which should be equal to using the full hessian function but with a very large negative velue for

the parameter associated with the statistic triad 300:

1 ans$formulae$hess(c(coef(ans)["edges"], -1e100))

1 [,1] [,2]

2 [1,] -12.97199 0

3 [2,] 0.00000 0
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Appendix C

Implementation Details of the ergmito

R package

C.1 MLE

The estimation process of ERGMitos (as a pooled-data of small networks) is done entirely on R

using the ergmito R package. While a significant amount of the implementation of the methods

described here was done using Rcpp [28], a core component of the package is based on statnet’s

ergm R package, and in particular, in the function ergm.allstats which does exhaustive enu-

meration of statistics in a compact way. In general, the estimation process for any list of networks

is as follows:

1. Analyze the model to be estimated: Extract the networks from the left-hand-side as speci-

fied in the ergm package, and calculate the exact statistics using the ergm.allstats function.

2. With the full enumeration of statistics, build the joint likelihood function of the model in a

compact form (i.e., using the weights instead of the full enumeration of the support of the

model). This improves speed when it comes to evaluating the log-likelihood function.

3. Because we are dealing with exact statistics, it is also possible to calculate the exact gradient
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function. We compute the gradient as follows:

∑
p

∇lp(θ) = s (yp, Xp)
t −

Qp
t
(
Wp

t ◦ exp {Qpθ}
)

κp
(C.1)

Where s (y,X) is a vector of observed sufficient statistics (usually called target statistics), Q

is a matrix of sufficient statistics, in particular, the isomorphic sufficient statistics associated

with the model, and W is a vector of frequency weights.

These first three steps carry the most part of the computing time.

4. Finally, the joint log-likelihood is maximized using the BFGS algorith implemented in the

the optim function in the stats package.

The final set of estimates is analyzed separately by another program included in the package.

The next section describes the evaluation steps followed by ERGMito.

C.2 Evaluation of Estimates

After the optimization procedure finalizes, the ergmito package performs a series of tests checking

the quality of the estimates. In particular, we conduct the following evaluations after every call

to the main optimization function:

1. In the case that the observed sufficient statistics lied on the boundary of its support, the

parameter estimate is set to be equal to the corresponding ±∞.

2. If all parameters turn out to be ±∞ after this check, the function will send a warning

message to the user and the function returns without computing the variance-covariance

matrix. In general, the entries of the Hessian that involve a parameter estimate that diverge

will be set to zero, which in turns results in zero variance-covariance for those entries when

computing the Moore-Penrose generalized inverse.
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3. If, on the other hand, a fraction of the parameters were switched to ±∞, the function

recalculates the Hessian and the log-likelihood using the value sign(θ̂i)× 105. This is done

instead of using ∞, because in most cases using infinite will result in the function being

undefined. Again, the function will warn users about this issue. Nevertheless, this is mostly

an implementation issue that we are already working on since the limiting values for the

log-likelihood, gradient, and hessian are well defined in these cases (see [50]).

4. In the case that the Hessian matrix is non-invertible (not positive-semi-definite [p.s.d.]),

we use the Moore-Penrose generalized inverse algorithm as implemented in the R package

MASS [117]. For more on the interpretation of variance-covariance matrices when the

Hessian is not p.s.d., see [46].

The possible return codes are:

00 optim converged, no issues reported.

01 optim converged, but the Hessian is not p.s.d.

10 optim did not converged, but the estimates look OK.

11 optim did not converged, and the Hessian is not p.s.d.

20 A subset of the parameters estimates was replaced with +/-Inf.

21 A subset of the parameters estimates was replaced with +/-Inf, and the Hessian matrix is

not p.s.d.

30 All parameters went to +/-Inf suggesting that the MLE may not exists.

C.3 Computation Details for the ERGMitos Simulation

All the simulations presented in this paper were executed in a large High-Performance-Computing

cluster. In general, we use Slurm [126] over job arrays with 400 processors. Running the 20,000

simulations took about two hours on the cluster.
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In all other cases, i.e. not needing a large computing cluster, model fitting was done using

a laptop computer with Ubuntu 18.04 LTS, 8GB of RAM, a quad-core processor Intel® Core

i5-7200U CPU @ 2.50GHz, and using R version 3.6.3. The number of cores is relevant as the

current implementation of the ergmito R package uses RcppArmadillo R package [29] which

can be compiled using OpenMP [24], meaning that matrix algebra is multi-threaded.
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